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Modern climate models are composed of a system of interacting model components, each of

which simulates a different part of the climate system. The individual parts often can be run in-

dependently for certain applications. Nearly all the Coupled Model Intercomparison Project 3

(CMIP3) class of models include four primary components: atmosphere, land surface, ocean, and

sea ice. The atmospheric and ocean components are known as “general circulation models” or

GCMs because they explicitly simulate the large-scale global circulation of the atmosphere and

ocean. Climate models sometimes are referred to as coupled atmosphere-ocean GCMs. This name

may be misleading because coupled GCMs can be employed to simulate aspects of weather and

ocean dynamics without being able to maintain a realistic climate projection over centuries of sim-

ulated time, as required of a climate model used for studying anthropogenic climate change. What

follows in this chapter is a description of a modern climate model’s major components and how

they are coupled and tested for climate simulation.

2.1 ATMOSPHERIC GENERAL
CIRCULATION MODELS

Atmospheric general circulation models
(AGCMs) are computer programs that evolve
the atmosphere’s three-dimensional state for-
ward in time. This atmospheric state is de-
scribed by such variables as temperature,
pressure, humidity, winds, and water and ice
condensate in clouds. These variables are de-
fined on a spatial grid, with grid spacing deter-
mined in large part by available computational
resources. Some processes governing this at-
mospheric state’s evolution are relatively well
resolved by model grids and some are not. The
latter are incorporated into models through 
approximations often referred to as parameter-
izations. Processes that transport heat, water,

and momentum horizontally are relatively well
resolved by the grid in current atmospheric
models, but processes that redistribute these
quantities vertically have a significant part 
that is controlled by subgrid-scale parameteri-
zations.

The model’s grid-scale evolution is determined
by equations describing the thermodynamics
and fluid dynamics of an ideal gas. The atmos-
phere is a thin spherical shell of air that en-
velops the Earth. For climate simulation,
emphasis is placed on the atmosphere’s lowest
20 to 30 km (i.e., the troposphere and the lower
stratosphere). This layer contains over 95% of
the atmosphere’s mass and virtually all of its
water vapor, and it produces nearly all weather
although current research suggests possible in-
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teractions between this layer and higher atmos-
pheric levels (e.g., Pawson et al. 2000). Because
of the disparity between scales of horizontal and
vertical motions governing global and regional
climate, the two motions are treated differently
by model algorithms. The resulting set of equa-
tions is often referred to as the primitive equa-
tions (Haltiner and Williams 1980).

Although nearly all AGCMs use this same set
of primitive dynamical equations, they use dif-
ferent numerical algorithms to solve them. In all
cases, the atmosphere is divided into discrete
vertical layers, which are then overlaid with a
two-dimensional horizontal grid, producing a
three-dimensional mesh of grid elements. The
equations are solved as a function of time on
this mesh. The portion of the model code gov-
erning the fluid dynamics explicitly simulated
on this mesh often is referred to as the model’s
“dynamical core.” Even with the same numeri-
cal approach, AGCMs differ in spatial resolu-
tions and configuration of model grids. Some
models use a “spectral” representation of winds
and temperatures, in which these fields are writ-
ten as linear combinations of predefined pat-
terns on the sphere (spherical harmonics) and
are then mapped to a grid when local values are
required. Some models have few layers above
the tropopause (the moving boundary between
the troposphere and stratosphere (e.g., GFDL
2004)), while others have as many layers above
the troposphere as in it (e.g., Schmidt et al. 2006).

All AGCMs use a coordinate system in which
the Earth’s surface is a coordinate surface, sim-
plifying exchanges of heat, moisture, trace sub-
stances, and momentum between the Earth’s
surface and the atmosphere. Numerical algo-
rithms of AGCMs should precisely conserve the
atmosphere’s mass and energy. Typical AGCMs
have spatial resolution of 200 km in the hori-
zontal and 20 levels in the volume below the al-
titude of 15 km. Because numerical errors often
depend on flow patterns, there are no simple
ways to assess the accuracy of numerical dis-
cretizations in AGCMs. Models use idealized
cases testing the model’s long-term stability and
efficiency (e.g., Held and Suarez 1994), as well
as tests focusing on accuracy using short inte-
grations (e.g., Polvani, Scott, and Thomas 2005).

All AGCMs must incorporate the effects of ra-
diant-energy transfer. The radiative-transfer
code computes the absorption and emission of
electromagnetic waves by air molecules and at-
mospheric particles. Atmospheric gases absorb
and emit radiation in “spectral lines” centered
at discrete wavelengths, but the computational
costs are too high in a climate model to perform
this calculation for each individual spectral line.
AGCMs use approximations, which differ
among models, to group bands of wavelengths
together in a more efficient calculation. Most
models have separate radiation codes to treat
solar (visible) radiation and the much-longer-
wavelength terrestrial (infrared) radiation. Ra-
diation calculation includes the effects of water
vapor, carbon dioxide, ozone, and clouds. Mod-
els used in climate change experiments also in-
clude aerosols and additional trace gases such
as methane, nitrous oxide, and the cloroflouro-
carbons. Validation of AGCM radiation codes
often is done offline (separate from other
AGCM components) by comparison with line-
by-line model calculations that, in turn, are
compared against laboratory and field observa-
tions (e.g., Ellingson and Fouquart 1991;
Clough, Iacono, and Moncet 1992; Collins et al.
2006b).

All GCMs use subgrid-scale parameterizations
to simulate processes that are too small or op-
erate on time scales too fast to be resolved on
the model grid. The most important parameter-
izations are those involving cirrus and stratus
cloud formation and dissipation, cumulus con-
vection (thunderstorms and fair-weather cumu-
lus clouds), and turbulence and subgrid-scale
mixing. For cloud calculations, most AGCMs
treat ice and liquid water as atmospheric state
variables. Some models also separate cloud par-
ticles into ice crystals, snow, graupel (snow pel-
lets), cloud water, and rainwater. Empirical
relationships are used to calculate conversions
among different particle types. Representing
these processes on the scale of model grids is
particularly difficult and involves calculation of
fractional cloud cover within a grid box, which
greatly affects radiative transfer and model sen-
sitivity. Models either predict cloud amounts
from the instantaneous thermodynamical and
hydrological state of a grid box or they treat
cloud fraction as a time-evolving model vari-



able. In higher-resolution models, one can at-
tempt to explicitly simulate the size distribution
of cloud particles and the “habit” or nonspheri-
cal shape of ice particles, but no current global
AGCMs attempt this.

Cumulus convective transports, which are im-
portant in the atmosphere but cannot be explic-
itly resolved at GCM scale, are calculated using
convective parameterization algorithms. Most
current models use a cumulus mass flux scheme
patterned after that proposed by Arakawa and
Schubert (1974), in which convection’s upward
motion occurs in very narrow plumes that take
up a negligible fraction of a grid box’s area.
Schemes differ in techniques used to determine
the amount of mass flowing through these
plumes and the manner in which air is entrained
and detrained by the rising plume. Most models
do not calculate separately the area and vertical
velocity of convection but try to predict only the
product of mass and area, or convective mass
flux. Prediction of convective velocities, how-
ever, is needed for new models of interactions
between aerosols and clouds. Most current
schemes do not account for differences between
organized mesoscale convective systems and
simple plumes. The turbulent mixing rate of up-
drafts and downdrafts with environments and
the phase changes of water vapor within con-
vective systems are treated with a mix of em-
piricism and constraints based on the moist
thermodynamics of rising air parcels. Some
models also include a separate parameterization
of shallow, nonprecipitating convection (fair-
weather cumulus clouds). In short, clouds gen-
erated by cumulus convection in climate models
should be thought of as based in large part on
empirical relationships.

All AGCMs parameterize the turbulent trans-
port of momentum, moisture, and energy in the
atmospheric boundary layer near the surface. A
long-standing theoretical framework, Monin-
Obukhov similarity theory, is used to calculate
the vertical distribution of turbulent fluxes and
state variables in a thin (typically less than 10
m) layer of air adjacent to the surface. Above
the surface layer, turbulent fluxes are calculated
based on closure assumptions that provide a
complete set of equations for subgrid-scale vari-
ations. Closure assumptions differ among
AGCMs; some models use high-order closures

in which the fluxes or second-order moments
are calculated prognostically (with memory in
these higher-order moments from one time step
to the next). Turbulent fluxes near the surface
depend on surface conditions such as rough-
ness, soil moisture, and vegetation. In addition,
all models use diffusion schemes or dissipative
numerical algorithms to simulate kinetic energy
dissipation from turbulence far from the surface
and to damp small-scale unresolved structures
produced from resolved scales by turbulent at-
mospheric flow.

The realization that a significant fraction of mo-
mentum transfer between atmosphere and sur-
face takes place through nonturbulent pressure
forces on small-scale “hills” has resulted in a
substantial effort to understand and model this
transfer (e.g., McFarlane 1987; Kim and Lee
2003). This process is often referred to as grav-
ity wave drag because it is intimately related to
atmospheric wave generation. The variety of
gravity wave drag parameterizations is a signif-
icant source of differences in mean wind fields
generated by AGCMs. Accounting for both sur-
face-generated and convectively generated grav-
ity waves are difficult aspects of modeling the
stratosphere and mesosphere (≥ 20 km altitude),
since winds in those regions are affected
strongly by transfer of momentum and energy
from these unresolved waves.

Extensive field programs have been designed to
evaluate parameterizations in GCMs, ranging
from tests of gravity wave drag schemes
[Mesoscale Alpine Program (called MAP), e.g.,
Bougeault et al. 2001] to tests of radiative trans-
fer and cloud parameterizations [Atmospheric
Radiation Measurement Program (called
ARM), Ackerman and Stokes 2003]. Running
an AGCM coupled to a land model as a numer-
ical weather prediction model for a few days—
starting with best estimates of the atmosphere
and land’s instantaneous state at any given
time—is a valuable test of the entire package of
atmospheric parameterizations and dynamical
core (e.g., Xie et al. 2004). Atmosphere-land
models also are routinely tested by running
them with boundary conditions taken from ob-
served sea-surface temperatures and sea-ice dis-
tributions (Gates 1992) and examining the
resulting climate.

Climate Models: An Assessment of Strengths and Limitations
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2.2 OCEAN GENERAL
CIRCULATION MODELS

Ocean general circulation models (OGCMs)
solve the primitive equations for global incom-
pressible fluid flow analogous to the ideal-gas
primitive equations solved by atmospheric
GCMs. In climate models, OGCMs are coupled
to the atmosphere and ice models through the
exchange of heat, salinity, and momentum at the
boundary among components. Like the atmos-
phere, the ocean’s horizontal dimensions are
much larger than its vertical dimension, result-
ing in separation between processes that control
horizontal and vertical fluxes. With continents,
enclosed basins, narrow straits, and submarine
basins and ridges, the ocean has a more com-
plex three-dimensional boundary than does the
atmosphere.. Furthermore, the thermodynamics
of sea water is very different from that of air, so
an empirical equation of state must be used in
place of the ideal gas law.

An important distinction among ocean models
is the choice of vertical discretization. Many
models use vertical levels that are fixed dis-
tances below the surface (Z-level models) based
on the early efforts of Bryan and Cox (1967)
and Bryan (1969a, b). The General Fluid Dy-
namics Laboratory (GFDL) and Community
Climate System Model (CCSM) ocean compo-
nents fall into this category (Griffies et al. 2005;
Maltrud et al. 1998). Two Goddard Institute for
Space Studies (GISS) models (R and AOM) use
a variant of this approach in which mass rather
than height is used as the vertical coordinate
(Russell, Miller, and Rind 1995; Russell et al.
2000). A more fundamental alternative uses
density as a vertical coordinate. Motivating this
choice is the desire to control as precisely as
possible the exchange of heat between layers of
differing density, which is very small in much of
the ocean yet centrally important for simulation
of climate. The GISS EH model utilizes a hy-
brid scheme that transitions from a Z-coordinate
near the surface to density layers in the ocean
interior (Sun and Bleck 2001; Bleck 2002; Sun
and Hansen 2003).

Horizontal grids used by most ocean models in
the CMIP3 archive are comparable to or some-
what finer than grids in the atmospheric models

to which they are coupled, typically on the order
of 100 km (~ 1º spacing in latitude and longi-
tude) for most of Earth. In many OGCMs the
north-south resolution is enhanced within 5º lat-
itude of the equator to improve the ability to
simulate important equatorial processes.
OGCM grids usually are designed to avoid co-
ordinate singularities caused by the convergence
of meridians at the poles. For example, the
CCSM OGCM grid is rotated to place its North
Pole over a continent, while the GFDL models
use a grid with three poles, all of which are
placed over land (Murray 1996). Such a grid re-
sults in having all ocean grid points at numeri-
cally viable locations.

Processes that control ocean mixing near the
surface are complex and take place on small
scales (order of centimeters). To parameterize
turbulent mixing near the surface, the current
generation of OGCMs uses several different ap-
proaches (Large, McWilliams, and Doney
1994) similar to those developed for atmos-
pheric near-surface turbulence. Within the
ocean’s stratified, adiabatic interior, vertical
mixing takes place on scales from meters to
kilometers (Fig. 2.1); the smaller scales also
must be parameterized in ocean components.
Ocean mixing contributes to its heat uptake and
stratification, which in turn affects circulation
patterns over time scales of decades and longer.
Experts generally feel (e.g., Schopf et al. 2003)
that subgrid-scale mixing parameterizations in
OGCMs contribute significantly to uncertainty
in estimates of the ocean’s contribution to cli-
mate change.

Very energetic eddy motions occur in the ocean
on the scale of a few tens of kilometers. These
so-called mesoscale eddies are not present in the
ocean simulations of CMIP3 climate models.
Ocean models used for climate simulation can-
not afford the computational cost of explicitly
resolving ocean mesoscale eddies. Instead, they
must parameterize mixing by the eddies. Treat-
ment of these mesoscale eddy effects is an im-
portant factor distinguishing one ocean model
from another. Most real ocean mixing is along
rather than across surfaces of constant density.
Development of parameterizations that account
for this essential feature of mesoscale eddy mix-
ing (Gent and McWilliams 1990; Griffies 1998)
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is a major advance in recent ocean and climate
modeling. Inclusion of higher-resolution,
mesoscale eddy–resolving ocean models in fu-
ture climate models would reduce uncertainties
associated with these parameterizations.

Other mixing processes that may be important
in the ocean include tidal mixing and turbulence
generated by interactions with the ocean’s bot-
tom, both of which are included in some mod-
els. Lee, Rosati, and Spellman (2006) describe
some effects of tidal mixing in a climate model.
Some OGCMs also explicitly treat the bottom
boundary and sill overflows (Beckman and
Dosher 1997; Roberts and Wood 1997; Griffies
et al. 2005). Furthermore, sunlight penetration
into the ocean is controlled by chlorophyll dis-
tributions (e.g., Paulson and Simpson 1977;
Morel and Antoine 1994; Ohlmann 2003), and
the depth of penetration can affect surface tem-
peratures. All U.S. CMIP3 models include some
treatment of this effect, but they prescribe rather
than attempt to simulate the upper ocean biol-
ogy controlling water opacity. Finally, the in-
clusion of fresh water input by rivers is essential
to close the global hydrological cycle; it affects
ocean mixing locally and is handled by models
in a variety of ways.

The relatively crude resolution of OGCMs used
in climate models results in isolation of the
smaller seas from large ocean basins. This re-

quires models to perform ad hoc exchanges of
water between the isolated seas and the ocean
to simulate what in nature involves a channel or
strait. (The Strait of Gibraltar is an excellent ex-
ample.) Various modeling groups have chosen
different methods to handle water mixing be-
tween smaller seas and larger ocean basins.

OGCM components of climate models are often
evaluated in isolation—analogous to the evalu-
ation of AGCMs with prescribed ocean and sea-
ice boundary conditions—in addition to being
evaluated as components of fully coupled
ocean-atmosphere GCMs. (Results of full
AOGCM evaluation are discussed in Chapter
5.) Evaluation of ocean models in isolation re-
quires input of boundary conditions at the air-
sea interface. To compare simulations with
observed data, boundary conditions or surface
forcing are from the same period as the data.
These surface fluxes also have uncertainties
and, as a result, the evaluation of OGCMs with
specified sea-surface boundary conditions must
take these uncertainties into account.

2.3 LAND-SURFACE MODELS

Interaction of Earth’s surface with its atmos-
phere is an integral aspect of the climate sys-
tem. Exchanges (fluxes) of mass and energy,
water vapor, and momentum occur at the inter-
face. Feedbacks between atmosphere and sur-

Figure 2.1. Schematic Showing Interaction of a Well-
Mixed Surface Layer with Stratified Interior in a Region
with a Strong Temperature Gradient.
Mixing (dashed lines) is occurring both across temperature (T)
gradients and along the temperature gradient with increasing depth.
This process is poorly observed and not well understood. It must be
parameterized in large-scale models. [Adapted from Fig. 1, p. 18, in
Coupling Process and Model Studies of Ocean Mixing to Improve Climate
Models—A Pilot Climate Process Modeling and Science Team, a U.S.
CLIVAR white paper by Schopf et al. (2003). Figure originated by John
Marshall, Massachusetts Institute of Technology.] 
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face affecting these fluxes have important ef-
fects on the climate system (Seneviratne et al.
2006). Modeling the processes taking place over
land is particularly challenging because the land
surface is very heterogeneous and biological
mechanisms in plants are important. Climate
model simulations are very sensitive to the
choice of land models (Irannejad, Henderson-
Sellers, and Sharmeen 2003).

In the earliest global climate models, land-sur-
face modeling occurred in large measure to pro-
vide a lower boundary to the atmosphere that
was consistent with energy, momentum, and
moisture balances (e.g., Manabe 1969). The
land surface was represented by a balance
among incoming and outgoing energy fluxes
and a “bucket” that received precipitation from
the atmosphere and evaporated moisture into
the atmosphere, with a portion of the bucket’s
water draining away from the model as a type
of runoff. The bucket’s depth equaled soil field
capacity. Little attention was paid to the detailed
set of biological, chemical, and physical
processes linked together in the climate system’s
terrestrial portion. From this simple starting
point, land surface modeling for climate simu-
lation has increased markedly in sophistication,
with increasing realism and inclusiveness of ter-
restrial surface and subsurface processes.

Although these developments have increased
the physical basis of land modeling, greater
complexity has at times contributed to more dif-
ferences among climate models (Gates et al.
1999). However, the advent of systematic pro-
grams comparing land models, such as the Proj-
ect for Intercomparison of Land Surface
Parameterization Schemes (PILPS, Henderson-
Sellers et al. 1995; Henderson-Sellers 2006) has
led gradually to more agreement with observa-
tions and among land models (Overgaard, Ros-
bjerg, and Butts 2006), in part because
additional observations have been used to con-
strain their behavior. However, choices for
adding processes and increasing realism have
varied among land-surface models (e.g., Ran-
dall et al. 2007).

Figure 2.2 shows schematically the types of
physical processes included in typical land
models. Note that the schematic in the figure
describes a land model used for both weather
forecasting and climate simulation, an indica-
tion of the increasing sophistication demanded
by both. The figure also hints at important bio-
physical and biogeochemical processes that
gradually have been added and continue to be
added to land models used for climate simula-
tion, such as biophysical controls on transpira-
tion and carbon uptake.

Figure 2.2. Schematic
of Physical Processes in
a Contemporary Land
Model. 
[Adapted from Fig. 6 in F.
Chen and J. Dudhia 2001:
Coupling an advanced land
surface–hydrology model
with the Penn State–NCAR
MM5 modeling system. Part I:
Model implementation and
sensitivity, Monthly Weather
Review, 129, 569–585.
Reproduced by permission of
the American Meteorological
Society.]
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Some of the most extensive increases in com-
plexity and sophistication have occurred with
vegetation modeling in land models. An early
generation of land models (Wilson et al. 1987;
Sellers et al. 1986) introduced biophysical con-
trols on plant transpiration by adding a vegeta-
tion canopy over the surface, thereby
implementing vegetative control on the terres-
trial water cycle. These models included ex-
changes of energy and moisture among the
surface, canopy, and atmosphere, along with
momentum loss to the surface. Further devel-
opments included improved plant physiology
that allowed simulation of carbon dioxide fluxes
(e.g., Bonan 1995; Sellers et al. 1996). This
method lets the model treat the flow of water
and carbon dioxide as an optimization problem,
balancing carbon uptake for photosynthesis
against water loss through transpiration. Im-
provements also included implementation of
model parameters that could be calibrated with
satellite observation (Sellers et al. 1996),
thereby allowing global-scale calibration.

Continued development has included more re-
alistic parameterization of roots (Arora and
Boer 2003; Kleidon 2004) and the addition of
multiple canopy layers (e.g., Gu et al. 1999;
Baldocchi and Harley 1995; Wilson et al. 2003).
The latter method, however, has not been used
in climate models because the added complex-
ity of multicanopy models renders unambigu-
ous calibration very difficult. An important
ongoing advance is the incorporation of biolog-
ical processes that produce carbon sources and
sinks through vegetation growth and decay and
the cycling of carbon in the soil (e.g., Li et al.
2006), although considerable work is needed to
determine observed magnitudes of carbon up-
take and depletion.

Most land models assume soil with properties
that correspond to inorganic soils, generally
consistent with mixtures of loam, sand, and clay.
High-latitude regions, however, may have ex-
tensive zones of organic soils (peat bogs), and
some models have included organic soils topped
by mosses, which has led to decreased soil heat
flux and increased surface-sensible and latent-
heat fluxes (Beringer et al. 2001).

Climate models initially treated snow as a single
layer that could grow through snowfall or de-

plete though melt (e.g., Dickinson, Henderson-
Sellers, and Kennedy 1993). Some recent land
models for climate simulation include subgrid
distributions of snow depth (Liston 2004) and
blowing (Essery and Pomeroy 2004). Snow
models now may use multiple layers to repre-
sent fluxes through the snow (Oleson et al.
2004). Effort also has gone into including and
improving effects of soil freezing and thawing
(Koren et al. 1999; Boone et al. 2000; Warrach,
Mengelkamp, and Raschke 2001; Li and Koike
2003; Boisserie et al. 2006), although per-
mafrost modeling is more limited (Malevsky-
Malevich et al. 1999; Yamaguchi, Noda, and
Kitoh 2005).

Vegetation interacts with snow by covering it,
thereby masking snow’s higher albedo (Betts
and Ball 1997) and retarding spring snowmelt
(Sturm et al. 2005). The net effect is to main-
tain warmer temperatures than would occur
without vegetation masking (Bonan, Pollard,
and Thompson 1992). Vegetation also traps
drifting snow (Sturm et al. 2001), insulating the
soil from subfreezing winter air temperatures
and potentially increasing nutrient release and
enhancing vegetation growth (Sturm et al.
2001). Albedo masking is included in some
land-surface models, but it requires accurate
simulations of snow depth to produce accurate
simulation of surface-atmosphere energy ex-
changes (Strack, Pielke, and Adegoke 2003).

Time-evolving ice sheets and mountain glaciers
are not included in most climate models. Ice
sheets once were thought to be too sluggish to
respond to climate change in less than a century.
However, observations via satellite altimetry,
synthetic aperture radar interferometry, and
gravimetry all suggest rapid dynamic variability
of ice sheets, possibly in response to climatic
warming (Rignot and Kanagaratnam 2006;
Velicogna and Wahr 2006). Most global climate
models to date have been run with prescribed,
immovable ice sheets. Several modeling groups
are now experimenting with the incorporation
of dynamic ice sheet models. Substantial phys-
ical, numerical, and computational improve-
ments, however, are needed to provide reliable
projections of 21st Century ice sheet changes.
Among major challenges are incorporation of a
unified treatment of stresses within ice sheets,
improved methods of downscaling atmospheric
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fields to the finer ice sheet grid, realistic para-
meterizations of surface and subglacial hydrol-
ogy (fast dynamic processes controlled largely
by water pressure and extent at the base of the
ice sheet), and models of ice shelf interactions
with ocean circulation. Ocean models, which
usually assume fixed topography, may need to
be modified to include flow beneath advancing
and retreating ice. Meeting these challenges will
require increased interaction between the
glaciological and climate modeling communi-
ties, which until recently have been largely iso-
lated from each another.

The initial focus of land models was vertical
coupling of the surface with the overlying at-
mosphere. However, horizontal water flow
through river routing has been available in some
models for some time (e.g., Sausen, Schubert,
and Dümenil et al. 1994; Hagemann and Dü-
menil 1998), with spatial resolution of routing
in climate models increasing in more recent ver-
sions (Ducharne et al. 2003). Freezing soil
poses additional challenges for modeling runoff
(Pitman et al. 1999), with more recent work
showing some skill in representing its effects
(Luo et al. 2003; Rawlins et al. 2003; Niu and
Yang 2006).

Work also is under way to couple groundwater
models into land models (e.g., Gutowski et al.
2002; York et al. 2002; Liang, Xie, and Huang
2003; Maxwell and Miller 2005; Yeh and Eltahir
2005). Groundwater potentially introduces
longer time scales of interaction in the climate
system in places where it has contact with veg-
etation roots or emerges through the surface.

Land models encompass spatial scales ranging
from model grid-box size down to biophysical
and turbulence processes operating on scales
the size of leaves. Explicit representation of all
these scales in a climate model is beyond the
scope of current computing systems and the ob-
serving systems that would be needed to pro-
vide adequate model calibration for global and
regional climate. Model fluxes do not represent
a single point but rather the behavior in a grid
box that may be many tens or hundreds of kilo-
meters across. Initially, these grid boxes were
treated as homogeneous units but, starting with
the pioneering work of Avissar and Pielke
(1989), many land models have tiled a grid box

with patches of different land-use and vegeta-
tion types. Although these patches may not in-
teract directly with their neighbors, they are
linked by their coupling to the grid box’s at-
mospheric column. This coupling does not
allow for possible small-scale circulations that
might occur because of differences in surface-
atmosphere energy exchanges among patches
(Segal and Arritt 1992; Segal et al. 1997). Under
most conditions, however, the imprint of such
spatial heterogeneity on the overlying atmos-
pheric column appears to be limited to a few
meters above the surface (e.g., Gutowski, Ötles,
and Chen 1998).

Vertical fluxes linking the surface, canopy, and
near-surface atmosphere generally assume some
form of down-gradient diffusion, although
counter-gradient fluxes can exist in this region
much as in the overlying atmospheric boundary
layer. Some attempts have been made to replace
diffusion with more advanced Lagrangian ran-
dom-walk approaches (Gu et al. 1999; Baldoc-
chi and Harley 1995; Wilson et al. 2003).

Topographic variation within a grid box usually
is ignored in land modeling. Nevertheless, im-
plementing detailed river-routing schemes re-
quires accurate digital elevation models (e.g.,
Hirano, Welch, and Lang 2003; Saraf et al.
2005). In addition, some soil water schemes in-
clude effects of land slope on water distribution
(Choi, Kumar, and Liang 2007) and surface ra-
diative fluxes (Zhang et al. 2006).

Validation of land models, especially globally,
remains a problem due to lack of measurements
for relevant quantities such as soil moisture and
energy, momentum, moisture flux, and carbon
flux. The PILPS project (Henderson-Sellers et
al. 1995) has allowed detailed comparisons of
multiple models with observations at points
around the world having different climates, thus
providing some constraint on the behavior of
land models. Global participation in PILPS has
led to more understanding of differences among
schemes and improvements. Compared to pre-
vious generations, the latest land surface mod-
els exhibit relatively smaller differences from
current observation-based estimates of the
global distribution of surface fluxes, but the re-
liability of such estimates remains elusive (Hen-
derson-Sellers et al. 2003). River routing can
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provide a diagnosis vs observations of a land
model’s spatially distributed behavior (Kattsov
et al. 2000). Remote sensing has been useful for
calibrating models developed to exploit it but
generally has not been used for model valida-
tion. Regional observing networks that aspire to
give Earth system observations, such as some
mesonets in the United States, offer promise of
data from spatially distributed observations of
important fields for land models.

Land modeling has developed in other disci-
plines roughly concurrently with advances in
climate models. Applications are wide ranging
and include detailed models used for planning
water resources (Andersson et al. 2006), man-
aging ecosystems (e.g., Tenhunen et al. 1999),
estimating crop yields (e.g., Jones and Kiniry
1986; Hoogenboom, Jones, and Boote 1992),
simulating ice-sheet behavior (Peltier 2004),
and projecting land use such as transportation
planning (e.g., Schweitzer 2006). As suggested
by this list, widely disparate applications have
developed from differing scales of interest and
focus. Development in some other applications
has informed advances in land models for cli-
mate simulation, as in representation of vegeta-
tion and hydrologic processes. Because land
models do not include all climate system fea-
tures, they can be expected in future to engage
other disciplines and encompass a wider range
of processes, especially as resolution increases.

2.4 SEA-ICE MODELS

Most climate models include sea-ice compo-
nents that have both dynamic and thermody-
namic elements. That is, models include the
physics governing ice movement as well as that
related to heat and salt transfer within the ice.
While sea ice in the real world appears as ice
floes on the scale of meters, in climate models
sea ice is treated as a continuum with an effec-
tive large-scale rheology describing the rela-
tionship between stress and flow.

Rheologies commonly in use are the standard
Hibler viscous-plastic (VP) rheology (Hibler
1979; Zhang and Rothrock 2000) and the more-
complex elastic-viscous-plastic (EVP) rheology
of Hunke and Dukowicz (1997), designed pri-
marily to improve the computational efficiency

of ice models. The EVP method explicitly
solves for the ice-stress tensor, while the VP so-
lution uses an implicit iterative approach. As ex-
amples, the GFDL models (Delworth et al. 2006
) and Community Climate System Model, Ver-
sion 3 (CCSM3) (Collins et al. 2006a) use the
EVP rheology, while the GISS models use the
VP implementation.

The thermodynamic portions of sea ice models
also vary. Earlier generations of climate models
generally used the sea ice thermodynamics of
Semtner (1976), which includes one snow layer
and two ice layers with constant heat conduc-
tivities together with a simple parameterization
of brine (salt) content. The GFDL climate mod-
els continue to use this but also include the in-
teractions between brine content and heat
capacity (Winton 2000). The CCSM3 and GISS
models use variations (Bitz and Lipscomb 1999,
Briegleb et al. 2002) incorporating additional
physical processes within the ice, such as the
melting of internal brine regions. Different
models define snow and ice layers and ice cat-
egories differently, but all include an open water
category. Typically, ice models share the grid
structure of the underlying ocean model.

The albedo (proportion of incident sunlight re-
flected from a surface) of snow and ice plays a
significant role in the climate system. Sea-ice
models parameterize the albedo using expres-
sions based on a mix of radiative transfer the-
ory and empiricism. Figure 2.3 from Curry,
Schramm, and Ebert (1995) illustrates sea-ice
system interrelations and how the albedo is a
function of snow or ice thickness, ice extent,
open water, and surface temperature, and other
factors. Models treat these factors in similar
ways but vary on details. For example, the
CCSM3 sea-ice component does not include de-
pendence on solar elevation angle (Briegleb et
al. 2002), but the GISS model does (Schmidt et
al. 2006). Both models include the contribution
of melt ponds (Ebert and Curry 1993; Schramm
et al. 1997). The GFDL model follows Briegleb
et al. (2002) but accounts for different effects of
the different wavelengths comprising sunlight
(Delworth et al. 2006).  



22

The U.S. Climate Change Science Program Chapter 2 - Description of Global Climate System Models

2.5 COMPONENT COUPLING
AND COUPLED MODEL
EVALUATION

The climate system’s complexity and our in-
ability to resolve all relevant processes in mod-
els result in a host of choices for development
teams. Differing expertise, experience, and in-
terests result in distinct pathways for each cli-
mate model. While we eventually expect to see
model convergence forced by increasing in-
sights into the climate system’s workings, we
are still far from that limit today in several im-
portant areas. Given this level of uncertainty,
multiple modeling approaches clearly are
needed. Models vary in details primarily be-
cause development teams have different ideas
concerning underlying physical mechanisms
relevant to the system’s less-understood fea-
tures. In the following, we describe some key
aspects of model development by the three U.S.
groups that contributed models to the IPCC
Fourth Assessment (IPCC 2007). Particular
focus is on points most relevant for simulating
the 20th Century global mean temperature and
on the model’s climate sensitivity.

2.5.1 NOAA GFDL Model-
Development Path

NOAA’s GFDL conducted a thorough restruc-
turing of its atmospheric and climate models for
more than 5 years prior to its delivery of mod-
els to the CMIP3 database in 2004. This was
done partly in response to the need for modern-
izing software engineering and partly in re-
sponse to new ideas in modeling the
atmosphere, ocean, and sea ice. Differences be-
tween the resulting models and the previous
generation of climate models at GFDL are var-
ied and substantial. Mapping out exactly why
climate sensitivity and other considerations of
climate simulations differ between these two
generations of models would be very difficult
and has not been attempted. Unlike the earlier
generation, however, the new models do not use
flux adjustments; some other improvements are
discussed below.

The new atmospheric models developed at
GFDL for global warming studies are referred
to as AM2.0 and AM2.1 (GFDL Atmospheric
Model Development Team 2004). Key points of
departure from previous GFDL models are the
adoption of a new numerical core for solving
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Figure 2.3. Schematic
Diagram of Sea Ice–
Albedo Feedback
Mechanism. 
Arrow direction indicates
the interaction direction.
The “+” signs indicate
positive interaction (i.e.,
increase in the first
quantity leads to increase
in the second quantity),
and the “–” signs indicate
negative interaction (i.e.,
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in the second quantity).
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either that the interaction
sign is uncertain or that
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annual cycle. [From Fig. 6
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and E.E. Ebert 1995: On
the sea ice albedo climate
feedback mechanism, J.
Climate, 8, 240–247.
Reproduced by permission
of the American
Meteorological Society.]
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fluid dynamical equations for the atmosphere,
the inclusion of liquid and ice concentrations as
prognostic variables, and new parameterizations
for moist convection and cloud formation.
Much atmospheric development was based on
running the model over observed sea-surface
temperature and sea-ice boundary conditions
from 1980 to 2000, with a focus on both the
mean climate and the atmospheric response to
El Niño–Southern Oscillation (ENSO) variabil-
ity in the tropical Pacific. Given the basic model
configuration, several subgrid closures were
varied to optimize climate features. Modest im-
provements in the midlatitude wind field were
obtained by adjusting the “orographic gravity
wave drag,” which accounts for the effects of
force exerted on the atmosphere by unresolved
topographic features. Substantial improvements
in simulating tropical rainfall and its response
to ENSO were the result of parameter opti-
mization as well, especially the treatment of ver-
tical transport of horizontal momentum by
moist convection.

The ocean model chosen for this development is
the latest version of the modular ocean model
(MOM) developed over several decades at
GFDL. Notable new features in this version are
a grid structure better suited to simulating the
Arctic Ocean and a framework for subgrid-scale
mixing that avoids unphysical mixing among
oceanic layers of differing densities (Gent and
McWilliams 1990; Griffies 1998). A new sea-
ice model includes an EVP large-scale effective
rheology that has proven itself in the past
decade in several models and multiple ice thick-
nesses in each grid box. The land model chosen
is relatively simple, with vertically resolved soil
temperature but retaining the “bucket hydrol-
ogy” from the earlier generation of models.

The resulting climate model was studied, re-
structured, and tuned for an extended period,
with particular interest in optimizing the struc-
ture and frequency of the model’s spontaneously
generated El Niño events, minimizing surface
temperature biases, and maintaining an Atlantic
overturning circulation of sufficient strength.
During this development phase, climate sensi-
tivity was monitored by integrating the model
to equilibrium with doubled CO2 when coupled
to a “flux-adjusted” slab ocean model. A single
model modification reduced the model’s sensi-

tivity range from 4.0 to 4.5 K to between 2.5
and 3.0 K, as discussed further in Chapter 4.
The change responsible for this reduction was
inclusion of a new model of mixing in the plan-
etary boundary near the Earth’s surface. GFDL
included the mixing model because it generated
more-realistic boundary-layer depths and near-
surface relative humidities. Sensitivity reduc-
tion resulted from modifications to the
low-level cloud field; the size of this reduction
was not anticipated.

Aerosol distributions used by the model were
computed offline from the MOZART II model
as described in Horowitz et al. (2003). No at-
tempt was made to simulate indirect aerosol ef-
fects (interactions between clouds and aerosols),
as confidence in the schemes tested was
deemed insufficient. In 20th Century simula-
tions, solar variations followed the prescription
of Lean, Beer, and Bradley (1995), while vol-
canic forcing was based on Sato et al. (1993).
Stratospheric ozone was prescribed, with the
Southern Hemisphere ozone hole prescribed in
particular, in 20th Century simulations. A new
detailed land-use history provided a time his-
tory of vegetation types.

Final tuning of the model’s global energy bal-
ance, using two parameters in the cloud predic-
tion scheme, was conducted by examining
control simulations of the fully coupled model
using fixed 1860 and 1990 forcings (see box,
Tuning the Global Mean Energy Balance). The
resulting model is described in Delworth et al.
(2006) and Gnanadesikan et al. (2006). IPCC-
relevant runs of this model (CM2.0) were pro-
vided to the CMIP3–IPCC archive. Simulations
of the 20th Century with time-varying forcings
provided to the database and described in Knut-
son et al. (2006) were the first of this kind gen-
erated with this model. The model was not
retuned, and no iteration of the aerosol or any
other time-varying forcings followed these ini-
tial simulations.

Model development proceeded in the interim,
and a new version emerged rather quickly in
which the atmospheric model’s numerical core
was replaced by a “finite-volume” code (Lin
and Rood 1996). Treatment of wind fields near
the surface improved substantially, which in
turn resulted in enhanced extratropical ocean
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circulation and temperatures. ENSO variability
increased in this model to unrealistically large
values; however, the ocean code’s efficiency
also improved substantially. With retuning of
the clouds for global energy balance, the new
model CM2.1 was deemed to be an improved
model over CM2.0 in several respects, warrant-
ing the generation of a new set of database runs.
CM2.1, when run with a slab-ocean model, was
found to have somewhat increased sensitivity.
However, transient climate sensitivity—the
global mean warming at the time of CO2 dou-
bling in a fully coupled model with 1% a year
increase in CO2—actually is slightly smaller
than in CM2.0. Solar, aerosol, volcanic, and
greenhouse gas forcings are identical in the two
models.

2.5.2 Community Climate System
Model-Development Path

CCSM3 was released to the climate community
in June 2004. CCSM3 is a coupled climate
model with components representing the at-
mosphere, ocean, sea ice, and land surface con-
nected by a flux coupler. CCSM3 is designed to

produce realistic simulations over a wide range
of spatial resolutions, enabling inexpensive sim-
ulations lasting several millennia or detailed
studies of continental-scale dynamics, variabil-
ity, and climate change. Twenty-six papers doc-
umenting all aspects of CCSM3 and runs
performed with it were published in a special
issue of the Journal of Climate 19(11) (June
2006). The atmospheric component of CCSM3
is a spectral model. Three different resolutions
of CCSM3 are supported. The highest resolu-
tion is the configuration used for climate-
change simulations, with a T85 grid for
atmosphere and land and a grid with around 1º
resolution for ocean and sea ice but finer merid-
ional resolution near the equator. The second
resolution is a T42 grid for atmosphere and land
with 1º ocean and sea-ice resolution. A lower-
resolution version, designed for paleoclimate
studies, has T31 resolution for atmosphere and
land and a 3º version of ocean and sea ice.

The new CCSM3 version incorporates several
significant improvements in physical parame-
terizations. Enhancements in model physics are
designed to reduce several systematic biases in

A procedure common to all comprehensive climate models is tuning the global mean energy bal-
ance. A climate model must be in balance at top of atmosphere (TOA) and globally averaged to
within a few tenths of a W/m2 in its control (pre-1860) climate if it is to avoid temperature drifts
in 20th and 21st century simulations that would obscure response to imposed changes in green-
house, aerosol, volcanic, and solar forcings. Especially because of difficulty in modeling clouds but
also even in clear sky, untuned models do not currently possess this level of accuracy in their ra-
diative fluxes. Untuned imbalances more typically range up to 5 W/m2. Parameters in the cloud
scheme are altered to create a balanced state, often taking care that individual components of this
balance—the absorbed solar flux and emitted infrared flux—are individually in agreement with ob-
servations, since these help ensure the correct distribution of heating between atmosphere and
ocean. This occasionally is referred to as “final tuning” the model to distinguish it from various
choices made for other reasons while the model is being configured.

The need for final tuning does not preclude the use of these models for global warming simulations
in which radiative forcing itself is on the order of several W/m2. Consider, for example, the Ra-
maswamy et al. (2001) study on the effects of modifying the “water vapor continuum” treatment in
a climate model. This is an aspect of the radiative transfer algorithm in which there is significant un-
certainty. While modifying continuum treatment can change the TOA balance by more than 1 W/m2,
the effect on climate sensitivity is found to be insignificant. The change in radiative transfer in this
instance alters the outgoing infrared flux by roughly 1%, and it affects the sensitivity (by changing
the flux derivative with respect to temperature) by roughly the same percentage. A sensitivity change
of this magnitude, say from 3 K to 3.03 K, is of little consequence given uncertainties in cloud feed-
backs. The strength of temperature-dependent feedbacks, not errors in mean fluxes per se, is of par-
ticular concern in estimating climatic responses.

Tuning the Global Mean Energy Balance
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mean climate produced by previous CCSM ver-
sions. These enhancements include new treat-
ments of cloud processes, aerosol radiative
forcing, land-atmosphere fluxes, ocean mixed-
layer processes, and sea-ice dynamics. Signifi-
cant improvements are shown in sea-ice
thickness, polar radiation budgets, tropical sea-
surface temperatures, and cloud radiative ef-
fects. CCSM3 produces stable climate
simulations of millennial duration without ad
hoc adjustments to fluxes exchanged among
component models. Nonetheless, there are still
systematic biases in ocean-atmosphere fluxes in
coastal regions west of continents, the spectrum
of ENSO variability, spatial distribution of pre-
cipitation in tropical oceans, and continental
precipitation and surface air temperatures. Work
is under way to produce the next version of
CCSM, which will reduce these biases further,
and to extend CCSM to a more accurate and
comprehensive model of the complete Earth cli-
mate system.

CCSM3’s climate sensitivity is weakly depend-
ent on the resolution used. Equilibrium temper-
ature increase due to doubling carbon dioxide,
using a slab-ocean model, is 2.71°C, 2.47°C,
and 2.32°C, respectively, for the T85, T42, and
T31 atmosphere resolutions. The transient cli-
mate temperature response to doubling carbon
dioxide in fully coupled integrations is much
less dependent on resolution, being 1.50°C,
1.48°C, and 1.43°C, respectively, for the T85,
T42, and T31 atmosphere resolutions (Kiehl et
al. 2006).

The following CCSM3 runs were submitted for
evaluation for the IPCC Fourth Assessment Re-
port and to the Program for Climate Model Di-
agnosis and Intercomparison (called PCMDI)
for dissemination to the climate scientific com-
munity: long, present day, and 1870 control
runs; an ensemble of eight 20th Century runs;
and smaller ensembles of future scenario runs
for the A2, A1B, and B1 scenarios and for the
20th Century commitment run where carbon
dioxide levels were kept at their 2000 values.
The control and 20th Century runs have been
documented and analyzed in several papers in
the Journal of Climate special issue, and future
climate change projections using CCSM3 have
been documented by Meehl et al. (2006).

2.5.3 GISS Development Path

The most recent version of the GISS atmos-
pheric GCM, ModelE, resulted from a substan-
tial reworking of the previous version, Model
II′. Although model physics has become more
complex, execution by the user is simplified as
a result of modern software engineering and im-
proved model documentation embedded within
the code and accompanying web pages. The
model, which can be downloaded from the
GISS website by outside users, is designed to
run on myriad platforms ranging from laptops
to a variety of multiprocessor computers, partly
because of NASA’s rapidly shifting computing
environment. The most recent (post-AR4) ver-
sion can be run on an arbitrarily large number of
processors.

Historically, GISS has eschewed flux adjust-
ment. Nonetheless, the net energy flux at the top
of atmosphere (TOA) and surface has been re-
duced to near zero by adjusting threshold rela-
tive humidity for water and ice cloud formation,
two parameters that otherwise are weakly con-
strained by observations. Near-zero fluxes at
these levels are necessary to minimize drift of
either the ocean or the coupled climate.

To assess climate-response sensitivity to treat-
ment of the ocean, ModelE has been coupled to
a slab-ocean model with prescribed horizontal
heat transport, along with two ocean GCMs.
One GCM, the Russell ocean (Russell, Miller,
and Rind 1995), has 13 vertical layers and hor-
izontal resolution of 4º latitude by 5º longitude
and is mass conserving (rather than volume
conserving like the GFDL MOM). Alterna-
tively, ModelE is coupled to the Hybrid Coor-
dinate Ocean Model (HYCOM), an isopycnal
model developed originally at the University of
Miami (Bleck et al. 1992). HYCOM has 2º lat-
itude by 2º longitude resolution at the equator,
with latitudinal spacing decreasing poleward
with the cosine of latitude. A separate rectilin-
ear grid is used in the Arctic to avoid polar sin-
gularity and joins the spherical grid around
60°N.

Climate sensitivity to CO2 doubling depends
upon the ocean model due to differences in sea
ice. Climate sensitivity is 2.7°C for the slab-
ocean model and 2.9°C for the Russell ocean
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GCM (Hansen et al. 2005). As at GFDL and
CCSM, no effort is made to match a particular
sensitivity, nor is the sensitivity or forcing ad-
justed to match 20th Century climate trends
(Hansen et al. 2007). Aerosol forcing is calcu-
lated from prescribed concentration, computed
offline by a physical model of the aerosol life
cycle. In contrast to GFDL and NCAR models,
ModelE includes a representation of the aerosol
indirect effect. Cloud droplet formation is re-
lated empirically to the availability of cloud
condensation nuclei, which depends upon the
prescribed aerosol concentration (Hansen et al.
2005; Menon and Del Genio 2007).

Flexibility is emphasized in model development
(Schmidt et al. 2006). ModelE is designed for a
variety of applications ranging from simulation
of stratospheric dynamics and middle-atmos-
phere response to solar forcing to projection of
21st Century trends in surface climate. Horizon-
tal resolution typically is 4º latitude by 5º lon-
gitude, although twice that resolution is used
more often for studies of cloud processes. The
model top has been raised from 10 mb (as in the
previous Model II') to 0.1 mb, so the top has less
influence on stratospheric circulation. Coding
emphasizes “plug-and-play” structure, so the
model can be adapted easily for future needs such
as fully interactive carbon and nitrogen cycles.

Model development is devoted to improving the
realism of individual model parameterizations,
such as the planetary boundary layer or sea-ice
dynamics. Because of the variety of applica-
tions, relatively little emphasis is placed on op-
timizing the simulation of specific phenomena
such as El Niño or the Atlantic thermohaline
circulation; as noted above, successful repro-
duction of one phenomenon usually results in a
suboptimal simulation of another. Nonetheless,
some effort was made to reduce biases in previ-
ous model versions that emerged from the in-
teraction of various model features such as
subtropical low clouds, tropical rainfall, and
variability of stratospheric winds. Some model
adjustments were structural, as opposed to the
adjustment of a particular parameter—for ex-
ample, introduction of a new planetary bound-
ary layer parameterization that reduced
unrealistic cloud formation in the lowest model
level (Schmidt et al. 2006).

Because of their uniform horizontal coverage,
satellite retrievals are emphasized for model
evaluation like Earth Radiation Budget Experi-
ment fluxes at TOA, Microwave Sounding Unit
channels 2 (troposphere) and 4 (stratosphere)
temperatures, and International Satellite Cloud
Climatology Project (ISCCP) diagnostics. Com-
parison to ISCCP is through a special algorithm
that samples GCM output to mimic data collec-
tion by an orbiting satellite. For example, high
clouds may include contributions from lower
levels in both the model and the downward-
looking satellite instrument. This satellite per-
spective within the model allows a rigorous
comparison to observations. In addition to satel-
lite retrievals, some GCM fields like zonal wind
are compared to in situ observations adjusted by
European Center for Medium Range Weather
Forecasts’ 40-year reanalysis data (Uppala et al.
2005). Surface air temperature is taken from the
Climate Research Unit gridded global surface
temperature dataset (Jones et al. 1999).

2.5.4 Common Problems

The CCSM and GFDL development teams met
several times to compare experiences and dis-
cuss common problems in the two models. A
subject of considerable discussion and concern
was the tendency for an overly strong “cold
tongue” to develop in the eastern equatorial Pa-
cific Ocean and for associated errors to appear
in the pattern of precipitation in the Inter-Trop-
ical Convergence Zone (often referred to as the
“double-ITCZ problem”). Meeting attendees
noted that the equilibrium climate sensitivities
of the two models to doubled atmospheric car-
bon dioxide (see Chapter 4) had converged from
earlier generations in which the NCAR model
was on the low end of the canonical sensitivity
range of 1.5 to 4.5 K, while the GFDL model
was near the high end. This convergence in
global mean sensitivity was considered coinci-
dental because no specific actions were taken to
engineer convergence. It was not accompanied
by any noticeable convergence in cloud-feed-
back specifics or in the regional temperature
changes that make up global mean values.
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2.6 REDUCTIVE VS HOLISTIC
EVALUATION OF MODELS

To evaluate models, appreciation of their struc-
ture is necessary. For example, discussion of cli-
matic response to increasing greenhouse gases
is intimately related to the question of how in-
frared radiation escaping to space is controlled.
When summarizing results from climate mod-
els, modelers often speak and think in terms of
a simple energy balance model in which the
global mean infrared energy escaping to space
has a simple dependence on global mean sur-
face temperature. Water vapor or cloud feed-
backs often are incorporated into such global
mean energy balance models with simple rela-
tionships that can be tailored easily to generate
a desired result. In contrast, Fig. 2.4 shows a
snapshot at an instant when infrared radiation is
escaping to space in the kind of AGCM dis-
cussed in this report. Detailed distributions of
clouds and water vapor simulated by the model
and transported by the model’s evolving wind
fields create complex patterns in space and time
that, if the simulation is sufficiently realistic, re-
semble images seen from satellites viewing
Earth at infrared wavelengths.

As described above, AGCMs evolve the state of
atmosphere and land system forward in time,

starting from some initial condition. They con-
sist of rules that generate the state of a variable
(e.g., temperature, wind, water vapor, clouds,
rainfall rate, water storage in the land, and land-
surface temperature) from its preceding state
roughly a half-hour earlier. By this process a
model simulates the weather over the Earth. To
change the way the model’s infrared radiation
reacts to increasing temperatures, the rules
would have to be modified.

One goal of climate modeling is to decrease em-
piricism and base models as much as possible
on well-established physical principles. This
goal is pursued primarily by decomposing the
climate system into a number of relatively sim-
ple processes and interactions. Modelers focus
on rules governing the evolution of these indi-
vidual processes rather than working with more
holistic concepts such as global mean infrared
radiation escaping to space, average summer-
time rainfall over Africa, and average winter-
time surface pressure over the Arctic. These are
all outcomes of the model, determined by the
set of reductive rules that govern the model’s
evolution.

Suppose the topic under study is how ocean
temperatures affect rainfall over Africa. An em-
pirical statistical model could be developed

Figure 2.4. A Snapshot
in Time of Infrared
Radiation Escaping to
Space in a Version of
Atmospheric Model
AM2 Constructed at
NOAA’s Geophysical
Fluid Dynamics
Laboratory (GFDL
2004). 
The largest amount of energy
emitted is in the darkest
areas, and the least is in the
brightest areas. This version of
the atmospheric model has
higher resolution than that
used for simulations in the
CMIP3 archive (50 km rather
than 200 km), but, other than
resolution, it uses the same
numerical algorithm. The
resolution is typical in many
current studies with
atmosphere-only simulations.
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using observations and standard statistical tech-
niques in which the model is tuned to these ob-
servations. Alternatively, one can use an AGCM
giving results like those pictured in Fig. 2.4. An
AGCM does not deal directly with high-level
climate output such as African rainfall averaged
over some period. Rather, it attempts to simu-
late the climate system’s inner workings or dy-
namics at a much finer level of granularity. To
the extent that the simulation is successful and
convincing, the model can be analyzed and ma-
nipulated to uncover the detailed physical mech-
anisms underlying the connection between
ocean temperatures and rainfall over Africa. The
AGCM-simulated connection may or may not
be as good as the fit obtained with the explicitly
tuned statistical model, but a reductive model
ideally provides a different level of confidence
in its explanatory and predictive power. See, for
example, Hoerling et al. (2006) for an analysis
of African rainfall and ocean temperature rela-
tionships in a set of AGCMs.

Our confidence in the explanatory and predic-
tive power of climate models grows with their
ability to simulate many climate system features
simultaneously with the same set of physically
based rules. When a model’s ability to simulate
the evolution of global mean temperature over
the 20th Century is evaluated, it is important to
try to make this evaluation in the context of the
model’s ability to spontaneously generate El
Niño variability of the correct frequency and
spatial structure, for example, and to capture the
effects of El Niño on rainfall and clouds. Sim-
ulation quality adds confidence in the reductive
rules being used to generate simultaneous sim-
ulation of all these phenomena.

A difficulty to which we will return frequently
in this report is that of relating climate-simula-
tion qualities to a level of confidence in the
model’s ability to predict climate change.

2.7 USE OF MODEL METRICS

Recently, objective evaluation has exploded
with the wide availability of model simulation
results in the CMIP3 database (Meehl et al.
2006). One important area of research is in the
design of metrics to test the ability of models to
simulate well-observed climate features (Re-
ichler and Kim 2008; Gleckler, Taylor, and Dou-

triaux 2008). Aspects of observed climate that
must be simulated to ensure reliable future pre-
dictions are unclear. For example, models that
simulate the most realistic present-day temper-
atures for North America may not generate the
most reliable projections of future temperature
changes. Projected climate changes in North
America may depend strongly on temperature
changes in the tropical Pacific Ocean and the
manner in which the jet stream responds to
them. The quality of a model’s simulation of air-
sea coupling over the Pacific might be a more
relevant metric. However, metrics can provide
guidance about overall strengths and weak-
nesses of individual models, as well as the gen-
eral state of modeling.

The use of metrics also can explain why the
“best” climate model cannot be chosen at this
time. In Fig. 2.5 below, each colored triangle
represents a different metric for which each
model was evaluated (e.g., “ts” represents sur-
face temperature). The figure displays the rela-
tive error value for a variety of metrics for each
model, represented by a vertical column above
each tick mark on the horizontal axis. Values
less than zero represent a better-than-average
simulation of a particular field measured by the
metric, while values greater than zero show
models with errors greater than the average. The
black triangles connected by the dashed line
represent the normalized sum from the errors of
all 23 fields. The models were ranked from left
to right based on the value of this total error. As
can be seen, models with the lowest total errors
tend to score better than average in most indi-
vidual metrics but not in all. For an individual
application, the model with the lowest total er-
rors may not be the best choice.

2.8 CLIMATE SIMULATIONS
DISCUSSED IN THIS REPORT

Three types of climate simulation discussed in
this report are described below. They differ ac-
cording to which climate-forcing factors are
used as model input.

Control runs use constant forcing. The sun’s
energy output and the atmospheric concentra-
tions of carbon dioxide and other gases and
aerosols do not change in control runs. As with
other types of climate simulation, day-night and
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seasonal variations occur, along with internal
“oscillations” such as ENSO. Other than these
variations, the control run of a well-behaved cli-
mate model is expected eventually to reach a
steady state.

Values of control-run forcing factors often are
set to match present-day conditions, and model
output is compared with present-day observa-
tions. Actually, today’s climate is affected not
only by current forcing but also by the history of
forcing over time—in particular, past emissions
of greenhouse gases. Nevertheless, present-day
control-run output and present-day observations
are expected to agree fairly closely if models are
reasonably accurate. We compare model control
runs with observations in Chapter 5.

Idealized climate simulations are aimed at un-
derstanding important processes in models and
in the real world. They include experiments in
which the amount of atmospheric carbon diox-
ide increases at precisely 1% per year (about
twice the current rate) or doubles instanta-
neously. Carbon dioxide doubling experiments
typically are run until the simulated climate
reaches a steady state of equilibrium with the
enhanced greenhouse effect. Until the mid-
1990s, idealized simulations often were em-
ployed to assess possible future climate changes
including human-induced global warming. Re-
cently, however, more realistic time-evolving
simulations (defined immediately below) have
been used for making climate predictions. We
discuss idealized simulations and their implica-
tions for climate sensitivity in Chapter 4.

Figure 2.5. Model Metrics for 23 Different Climate Fields. 
Values less than 0 indicate an error less than the average CMIP3 model, while values greater than 0 are
more than the average. The black triangles connected by the black line show a total score obtained by
averaging all 23 fields. Each tick mark represents a different model. [Figure adapted from P.J. Gleckler, K.E.
Taylor, and C. Doutriaux 2008: Performance metrics for climate models. J. Geophysical Research, 113, D06104,
doi:10.1029/2007JD008972. Reproduced by permission of the American Geophysical Union (AGU).]
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Time-dependent climate-forcing simulations
are the most realistic, especially for eras in
which climate forcing is changing rapidly, such
as the 20th and 21st centuries. Input for 20th Cen-
tury simulations includes observed time-vary-
ing values of solar energy output, atmospheric
carbon dioxide, and other climate-relevant gases
and aerosols, including those produced in vol-
canic eruptions. Each modeling group uses its
own best estimate of these factors. Significant
uncertainties occur in many of them, especially
atmospheric aerosols, so different models use
different input for their 20th Century simula-
tions. We discuss uncertainties in climate-
forcing factors in Chapter 4 and 20th Century
simulations in Chapter 5 after comparing con-
trol runs with observations.

Time-evolving climate forcing also is used as
input for modeling future climate change. This
subject is discussed in CCSP Synthesis and As-
sessment Product 3.2. Finally, we mention for
the record simulations of the distant past (vari-
ous time periods ranging from early Earth up to
the 19th Century). These simulations are not
discussed in this report, but some of them have
been used to loosely “paleocalibrate” simula-
tions of the more recent past and the future
(Hoffert and Covey 1992; Hansen et al. 2006;
Hegerl et al. 2006).


