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Radiometric and Spectral Performance and
Calibration of the GHz Bands of EOS MLS

Robert F. Jarnot, Vincent S. Perun and Michael J. Schwartz

Abstract— This paper describes radiometric performance and
pre-launch radiometric and spectral calibrations of the GHz
component of the Microwave Limb Sounder (MLS) experiment
on NASA’s Aura spacecraft. Estimated systematic scaling un-
certainties (3σ) on limb radiances are ∼0.5% from radiometric
calibration, with an additional 0.55% (118 GHz bands) to 0.8%
(640 GHz bands) equivalent scaling error from spectral calibra-
tion uncertainty. Operational noise performance is consistent
with pre-launch expectations, and in-orbit measurements to date
indicate no changes in instrument noise performance, and no
observable calibration drifts. Spectral baseline has remained
stable to 20 mK since launch. Refinements to calibrations based
on in-flight data are discussed. Level 1 radiometric calibration
algorithms are also described.

Index Terms— Calibration, limb sounding, microwave, submil-
limeter wave, GHz.

I. INTRODUCTION

EOS MLS on Aura is a follow-on to the successful MLS
instrument on the Upper Atmosphere Research Satellite

(UARS) [1]. It measures thermal emission from Earth’s at-
mopheric limb to infer vertical profiles of minor constituents
of interest to improving understanding atmospheric chemistry
and dynamics in regions spanning the upper troposphere to
mesosphere. A more detailed description of the instrument, its
operation, mission and measurements, is given in a companion
article in this journal [2]. In this paper we describe in-orbit ra-
diometric performance, the radiometric and spectral calibration
of the GHz portion of Aura MLS, and the algorithms used to
convert raw data into calibrated radiances. Companion papers
in this journal describe the field-of-view (FOV) calibrations of
the GHz radiometers [3], and the THz portion of MLS together
with all aspects of its calibration [4].

Compared to its predecessor, the current instrument im-
plements twice as many radiometers, each with substantially
greater measurement bandwidth and spanning a considerably
larger overall frequency range. The number of measurement
channels, a useful indicator of the magnitude of the calibration
effort, is increased by an order of magnitude, and the instru-
ment data rate by two orders of magnitude. The calibration
techniques described below evolved from those employed on
UARS MLS [5], but with significant enhancements in data
quality, and measurement efficiency to support the greater than
an order of magnitude increase in the quantity of calibration
data collected.
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Fig. 1. This figure indicates the linear relationship between measured
radiance P and channel output C. S and T indicate views to cold space
and an ambient calibration target, and L indicates a view to Earth’s limb via
the main antenna.

A. Measurement Sequence and Radiance Calibration Process

Aura MLS radiance obervations consist of a continuous,
regular sequence of data integrations, each of 161 ms nominal
duration, with 5 ms dead time between them. Each 166 ms
integration/dead time period is referred to as a minor frame
(MIF). MIFs are grouped into major frames (MAF), each
of which contains 148 MIFs (24.7 s), the first 120 of which
are used to view the atmospheric limb. The remaining MIFs
are used for viewing cold space (12 MIFs) and one of two
radiometric calibration targets (6 MIFs). A switching mirror
common to all GHz radiometers is used to direct the receiver
FOVs to one of 4 ports (limb, space, ambient or cooled
calibration target). 10 MIFs of each MAF are used to step
and settle the switching mirror, and measurements are made
in a total-power (non-chopped) mode. The ambient target is
near room temperature, and the other target is cooled passively
by ∼40◦C. Only one target is viewed routinely as part of
the radiometric calibration process, but both targets were
viewed by special switching sequences implemented during
the instrument activation period in order to verify linearity.
Details of atmospheric scanning are provided in [2].

The Aura MLS radiance calibration process and algorithms
are very similar to the UARS MLS implementation. Since
all GHz radiometers share a common switching mirror, all
channels are radiometrically calibrated simultaneously. We can
represent the output of a single measurement channel by the
linear transfer function shown in Figure 1.
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II. RADIOMETRIC CALIBRATION ALGORITHMS

The software which converts raw data into calibrated radi-
ances is called Level 1 data processing. Radiometric calibra-
tion algorithms are described in detail in [6]. The switching
mirror FOV’s to the space, target and limb ports are partially
restricted by the apertures of the corresponding ports of the
cavity in which it is located. Representing the transmission
through port X by ηMX , the output of a filter channel, CX ,
is given by:
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where CX
i are the outputs of channel i for the three switching

mirror positions X , and gi is the radiometric gain of channel
i (expressed in counts per Kelvin of signal brightness). CO

i

represents the offset counts from the digitizer of channel i, set
by a combination of the electronics offsets in the measurement
system, and the noise contribution of the receiver electronics
(system temperature). ηMX is determined for each radiometer
as part of the FOV calibration activity, and

•

P BT is determined
from engineering telemetry. Subscript r indicates the radiome-
ter dependence of calibration parameters and radiances.

The first step in the radiance calibration process is to
estimate radiometric gain, ĝi, at the time of each limb-viewing
MIF:
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where subscripts i and r on the right hand side of the equation
have been dropped for clarity.

•

P BT and
•

P BS are radiation
offsets from the baffles obscuring the edges of the FOVs
from the switching mirror to the target and space views. ε
is the emissivity of the calibration target T , discussed later.
Radiometric calibrations are performed on MAF-sized chunks
of limb data. The estimates of target and space view signals at
the time of each limb view in the MAF being calibrated, ĈT

and ĈS , are obtained by quadratic interpolation of the space
and target view data from 6 groups of calibration views, 3 on
either side of the group of limb being processed. Note that
the difference between interpolated target and space counts is
used in this expression, removing the need to estimate CO

i

in Equation 1, but requiring that any drifts in this offset be
well fit by the quadratic interpolators over timescales of ∼3
minutes. Adequate stability is obtained through appropriate
choice of electronic components, careful design of electronic
subsystems, and good thermal stability. Prior experience with
UARS MLS led us to design for temperature stability better
than 0.01 K per 100 s in the signal processing electronics. This
performance is achieved in orbit, and drift characteristics have
been acceptably small in both magnitude and derivative.

Once radiometric gain has been determined, the atmospheric
radiance entering the limb port from the external telescope,
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where ĈS

i (L) is the interpolated value of the space counts
at the time of the limb view1. In addition to the atmospheric
radiance, there are significant additional radiance components
reaching the switching mirror limb port, in particular emission
from the antenna surfaces, and scattered/diffracted radiation
from the spacecraft and Earth. These components are corrected
in the limb port radiances estimated by the Level 1 software,
and discussed further in [3].

1) Antenna Baseline Correction: Views to space via the
space and limb ports (with the antenna viewing well above
the Earth’s limb) differ by up to ∼10 K in offset, and
∼0.5 K spectral structure. The large spectrally-flat component
arises from thermal emission, scattering and diffraction at
antenna reflectors. The smaller spectrally-varying components
are a natural consequence of the diffraction-limited optics
and frequency dependence of the illumination and diffraction
sidelobes. Level 1 software makes a first order correction for
these radiance differences (see accompanying FOV paper), but
significant residual errors remain. Two approaches are used in
Level 1 to address these remaining residuals:

1) Spectrally-averaged (DC) offsets are determined
on a MAF-by-MAF basis independently for each
band by averaging all limb observations above a
tangent height of 85 km in channels which have
negligible predicted atmospheric radiances.

2) Spectrally-varying (AC) offsets are periodically
measured by viewing Earth’s limb at tangent points
well above those at which atmospheric signals are
present.

A DC offset estimate is provided in the Level 1 radiance
files for each measurement band, and for each of the 12
individual ∼500 MHz wide filter channels in the 118 and
240 GHz radiometers. To accomodate drifts, the reported value
for each MAF is the mean of the measured offset in the current
and both adjacent MAFs.

Special measurement sequences run during instrument acti-
vation confirmed the stability and lack of scan dependence of
the AC baseline, down to the few mK level. The AC baseline
is reported in the Level 1 radiance file as a static quantity for
all filter channels based on the data from these extended high
tangent point scans.

2) Calibration Targets: The emissivities of the calibration
targets were measured prior to launch using a set of swept RF
sources and broadband receivers. The return signal from the
targets was compared to that from a reference reflector over the
full range of angles and orientations seen by the radiometers.
This provided verification that no harmful diffractive effects
were created by the grooved surface structure of the microwave

1By convention, radiances are computed in units of temperature so that the
measure converges to the absolute temperature in the long wave (Rayleigh-
Jeans) limit.
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absorbers. Return loss was better than 30 dB over the full
frequency range spanned by the GHz receivers. During routine
operation only one of the two GHz calibration targets is used
as a radiometric reference every MAF, and we currently use
the one attached to the radiative cooler. This is because of a
pre-launch prediction that the surface of the other target would
see a brief indirect reflection of sunlight from the antenna
structure as the instrument came into solar illumination. Data
from an instrument activation test during which the switching
mirror stared at each target for just over 2 orbits indicate that
any impact of this illumination transient on target radiance
is too small to be observed. Use of the cooled target gives
rise to a small difference between the temperature of the
target reported in engineering telemetry, and the surface of
the target (which ‘sees’ an environment ∼40 K warmer).
Tests run during instrument activation in which the switching
mirror dwelled at the cold space and both target reference
ports indicated that the radiative temperature of the cooled
target was between 0.5 and 0.6 K higher than that reported
in telemetry. The range arises from the varying skin depth of
the target surface absorbing material, the largest discrepancy
arising in the highest frequency radiometer. This temperature
‘error’ is corrected in the Level 1 processing algorithms.

The finite reflection from the surface of the calibration
targets give rise to small standing waves, of order a few 1

10 ’s
of a Kelvin in each band. We have no way of measuring these
separately for each target in flight, leading to an uncorrectable
radiometric gain error component of up to ∼0.2%.

3) Precision: The noise on a time series of data from an
individual channel, ∆T , is commonly represented by:

∆T = Ttotal

√
1

Bτ
+

(
∆G

G

)2

(4)

Where Ttotal is the combination of receiver system tempera-
ture and scene radiance, B is the channel pre-detection noise
bandwidth, and τ is the post-detection integration time of each
measurement. The 1

Bτ component is commonly referred to as
radiometer noise [7], and is uncorrelated between channels.
The gain variation term indicated by ∆G

G has been measured
to be essentially 100% correlated between all channels of a
given radiometer in Aura MLS. A requirement on the Level 1
data processing software is that in addition to determining cal-
ibrated radiance at the limb port, estimates of both spectrally-
averaged and spectrally-varying noise of calibrated radiances
shall be provided. The spectrally-varying noise component of
uncalibrated data is provided by routinely determining Tsys,
and applying the radiometer equation (Equation 4 with the gain
variation component omitted). Tsys is a stable quantity, with
orbital variation of <1%, and is readily estimated in Level 1
processing from the expression:

Tsys =
(CS

− CZ)

g
−

•

P (2.7) (5)

where CS and CZ are space and ‘zero’ counts, and
•

P (2.7) is
the radiance of cold space. CS is measured 12 times per MAF,
and CZ , the spectrometer output with no RF signal input, is
known from pre-launch calibrations. UARS MLS experience is

that CZ remained stable even after several years of continuous
on-orbit operation. We have verified typical drifts in CZ in
EOS MLS filter channels of ∼10 counts from pre-launch
values after more than 8 months in orbit, which is negligible in
comparison to the typical operating levels of ∼30,000 counts.

The quadratic interpolator used in Level 1 processing is
implemented so that it provides an estimate of the spectrally-
varying uncertainty with each interpolate. The uncertainties
on interpolated space and target views are used to determine
the additional precision errors introduced in the calibration
process. The Level 1 estimate of spectrally-varying noise on
each measurement,∆

•

PL, is determined from the equation:

∆
•

P L =

√
(Tsys + Tlimb)2

Bτ
+ (∆R)2 +

(
Tlimb ×

∆g

g

)2

(6)
∆R and ∆g are the noise on the interpolated space references
and channel gains respectively. ∆g is determined from the
precisions of the interpolated space and target signals at the
time of each limb measurement.

For signals close to balance (i.e., scene radiances close to
those of cold space) the total-power radiometric calibration
process increases the noise on an individual measurement by
∼4% from the radiometer equation noise. For out-of-balance
signals there is an additional component of uncertainty arising
from the finite precision of the gain estimate, ĝ.

4) Spectrally-averaged noise: The spectrally-averaged
component of noise in Equation 4 can be readily determined
for each measurement channel if ∆T and Ttotal are known. As
a routine performance diagnostic from Level 1, the observed
ratio of (∆T )2 to that predicted by the radiometer equation is
computed for all space view sequences. This diagnostic, called
space view χ2, proved valuable on UARS MLS where its time
dependence enabled us to rapidly diagnose a periodic noise
problem arising from worn bearings in the switching mirror
when spacecraft battery voltage was near its orbital minimum.
We were able to implement changes to switching mirror
operation which cicumvented this problem. For EOS MLS
we report χ2 in the radiance file, allowing Level 2 (retrieval)
software to trivially determine the spectrally-averaged noise
component on each calibrated radiance. In-orbit χ2 and Tsys

data are presented later in this paper.
χ2 has a typical value close to unity for signals whose

noise contribution is predominantly spectrally-varying, the
case for the narrower (<24 MHz) channels at the center of
each spectrometer. For the outermost (96 MHz bandwidth)
channels at the edges of each 25-channel filterbank χ2 increase
to ∼1.2, and as high as ∼2 in the 500 MHz Wide Filter
channels. The observed χ2 in R4 (640 GHz) range between
2.5 and 5 in the 96 MHz filter channels, indicating a much
higher than expected level of spectally-averaged noise in
this radiometer. An unusual characteristic of the spectrally-
averaged noise in R4 is that its magnitude decreases with
increasing scene radiance, contrary to expectations, and to
the behavior of all other radiometers in this instrument. The
nature of the pre-launch characterization environment was
such that sensitivity was measured when viewing ambient
temperature scenes, under which condition the observed noise
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TABLE I
IN-ORBIT SPECTRALLY-VARYING NOISE IN EOS MLS GHZ BANDS FOR
1
6

S INTEGRATION TIME. ∆Imin DATA ARE FROM LONG (MULTI-ORBIT)
CHARACTERIZATION TESTS.

Band Tsys ∆I6 MHz ∆I96 MHz ∆Imin

R1A 1200 K .2 K 0.35 K 0.02 K
R1B 1400 K 1.3 K 0.40 K 0.02 K

R1BWF 1200 K ∆I500 = 0.23 K 0.02 K
R2 1000 K 3.2 K 0.9 K 0.02 K
R3 1400 K 4 K 1 K 0.02 K

R3WF 1400 K ∆I500 = 0.4 K 0.02 K
R4 4200 K 10 K 3 K 0.1 K

in R4 met expectations. This led to the situation that the excess
spectrally-averaged noise was not recognized before launch.
We do not yet know its source.

A. Radiometric Performance and Accuracy
Table I indicates the measured in-orbit spectrally-varying

noise for all GHz bands expressed as Tsys (double sideband
except for the R1 radiometers) and ∆I (time-series noise) in
6, 96 and 500 MHz (WF) filter channels for single MIFs of
data. ∆Imin is the level down to which signals are required
to integrate, and it was determined that this was met by
differencing sets of spectra measured when viewing space via
the main antenna for an extended period. We expect the long
data integrations such as are required for measuring BrO to
indicate better ∆Imin performance than indicated here. All
spectrally-varying noise requirements are met.

Spectrally-averaged noise requirements on individual data
integrations are that it shall be less than 4×10−4

× Tsys

in all GHz channels. For R1 through R3 (118 to 240 GHz
radiometers) the measured spectrally-averaged noise is ap-
proximately 2×10−4

×Tsys, meeting requirements. Even with
the anomalous spectrally-averaged noise behavior in R4, the
observed noise contribution is ∼ 3.5 × 10−4

× Tsys, meeting
requirements.

Requirements on radiometric calibration accuracy are:
(1) The systematic uncertainty (i.e., not including
the estimated contributions of random noise) in the
absolute value of the atmospheric/Earth radiances
measured through each spectral channel shall be less
than 3 K (at the 90% confidence level).

(2) The systematic uncertainty (i.e., not includ-
ing the estimated contributions of random noise)
in the spectrally-varying component of the atmo-
spheric/Earth radiances, measured from one channel
or filter to another throughout a given radiometer,
shall be less than 1% or ∆Imin/3 where ∆Imin for
each spectral region is given in Table IV of [2].

∆Imin requirements for the GHz bands range between 0.02 K
and 0.1 K, and the measured performance shown in Table I
indicates that requirements are met. The primary sources of
systematic radiance errors are summarized in Table II. These
have been expressed as a percentage of the limb port radiance
reported by Level 1 software. Errors for signals close to

TABLE II
SYSTEMATIC ERROR BUDGET FOR LIMB PORT RADIANCES, EXPRESSED AS

A PERCENTAGE OF REPORTED LIMB RADIANCE.

Calibration Target temperature uncertainty 0.1%
Standing Waves 0.1%
Switching Mirror Baffle uncertainty 0.15%
End-to-end linearity 0.1%

Total 0.45%

radiometric balance have negligible standing wave error contri-
bution because of the baseline corrections at Level 1. Linearity
errors are a maximum for signals mid-way between cold space
and calibration target in radiance, and negligible for signals
close to either reference. The estimates in Table II should be
considered ‘worst-case,’ and it is clear that requirements are
met.

B. Level 1 Daily File Sizes
Level 1 software processes data in daily (GMT) increments.

The input data consists of 240 individual files of spacecraft and
raw instrument data totaling ∼1.2 GB. Daily output data files
are listed in Table III. The radiance files include spectrally-
varying and spectrally-averaged noise estimates for each cal-
ibrated radiance, as well as AC and DC baseline estimates.
Radiance data are flagged as ‘bad’ when the cold space or limb
views are contaminated by the moon in their FOV, or when
instrument configuration is changing in a way that precludes
calibration of the limb data (e.g., when gain levels are being
tuned). The contents of the engineering and diagnostics files
are plotted and inspected daily to monitor instrument health
and safety, and also trended for determination of any long-term
drifts in instrument characteristics.

III. RADIOMETRIC CALIBRATION

Pre-launch radiometric calibrations consisted of the de-
termination of calibration target emissivities and switching
mirror baffle transmissions, and verification of linearity and
noise performance. Calibration target measurements have been
discussed in Section II, and switching mirror baffle properties
in [3]. Figure 2 illustrates the setup used to verify linearity of
the GHz radiometers. Focussing mirrors M1 and M2 direct
the view from the GHz radiometer space port to external

TABLE III
LEVEL 1 DAILY OUTPUT FILE SIZES. EXCEPT WHERE NOTED, FILES ARE

HDF5 FORMATTED.

GHz filter channel radiances 1.4 GB
GHz autocorrelator radiances 1.8 GB
THz radiances 434 MB
Orbit/Attitude data 292 MB
GHz diagnostics 20 MB
THz diagnostics 1 MB
Engineering data (binary) 95 MB
Log files (text) 11.5 MB
Metadata (text, 4 files) 35 kB

Daily Total 4 GB
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Fig. 2. This schematic illustrates the configuration to verify end-to-end
linearity of MLS signal chains.

switching Mirror S which in turn directs the receiver FOVs
towards either a liquid nitrogen (LN2) cooled or a heated
calibration target. The GHz module switching mirror addition-
ally provides a view to either of the calibration targets in the
radiometer assembly. The external heated target can be varied
in temperature between ambient and 100◦C, and its controller
provides good stability. This target is a spare UARS MLS
calibration load very similar to the internal Aura MLS ones
mounted in an insulated enclosure, with strip heaters on the
aluminum backing plates of the absorbing surfaces, and PRTs
to both control and monitor target temperature. The LN2 target
consisted of a circular panel of standard microwave absorbing
material at the bottom of a stainless steel dewar. Standing
waves in the views to the external targets were typically of
order a few 1

10 ’s of a Kelvin.
Figure 3 is a picture of the linearity measurement setup.

The instrument GHz module is mounted with the space port
pointing down. Focussing mirror M1 is mounted below the
space port, and directs the receiver FOVs towards M2. External
switching mirror S is shown directing the FOV into the LN2
dewar. The UARS heated target aperture, A, is clearly visible
to the left of mirror S. The additional elements labeled in the
figure are part of the high-resolution spectral sweep setup.
Linearity measurements consisted of the 3-point observing
sequence ambient/heated/LN2 targets. This sequence was syn-
chronized to the instrument MAF, with the GHz switching
mirror providing the view to the internal ambient target, and
the external one providing the views to the heated and LN2

targets. By synchronizing the measurement sequence is this
way it was possible to use standard Level 1 software to
process the heated target views into calibrated radiances, using
the ambient target view as the primary reference, and the
LN2 view as the radiometric gain reference. This type of
flexibility was designed into the Level 1 processing software
from the outset, and allowed early testing of the software with
instrument data. In addition, this method of processing the
data automatically takes care of instrumental gain and offset
drifts. An example of the raw data from 1 MAF during a

A F

LB

M2
S

M1

T

LN

M

2

Fig. 3. Radiometric linearity and high resolution spectral sweep calibration
setup. See text for additional details.

linearity test run is shown in Figure 4. The three views to the
different radiance targets are clearly visible. Figure 5 shows
the same data for entire test, and the effects of gain and offset
drifts are clearly visible. This measurement cycle was repeated
with the heated target elevated in temperature in ∼15◦C steps,
with ∼45 minutes of stable data taken at each temperature
plateau. The same data are shown in Figure 6 after processing
to Level 1, clearly illustrating the effective drift compensation
of this software.

1) Integral and Differential Linearity: Figure 7 shows
the individual channel linearity data for R1A (the primary
118 GHz radiometer). In the upper panel the Level 1 radiance
at each target plateau is shown. The lower panel shows the
same data, but with the mean radiance (weighted by channel
bandwidth) subtracted. Standing waves are clearly visible, and
present at similar levels in the data from most bands. Of most
importance is the difference between the plots at different
scene temperatures, since this a direct indication of differential
linearity, or channel-to-channel breakup for out-of-balance
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Fig. 4. Raw data for 1 MAF taken during a linearity measurement test. The
four panels are data from individual 96 MHz filter channels in each of the
GHz radiometers.
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Fig. 5. Data as Figure 4 for an entire linearity measurement run. The
blue/black/red data are for the LN2/ambient/heated target views respectively,
each plotted point being a MAF-average. Note the cyclic drifts in these data.

scenes. The baseline correction at Level 1 effectively removes
the effect of standing waves for measurements near balance.
With UARS MLS we have measured clean H2O2 spectra with
channel-to-channel differences of 0.001 K, a factor 106 below
Tsys, as shown on Figure 12 of [9]. Standing waves similar in
magnitude to those in the lower panel of Figure 7 exist in the
space-target differences for EOS MLS, and are not corrected
in the current software, leading to the 0.1% standing wave
systematic error contribution in Table II.

Figure 8 plots the band-averaged radiance for R1A versus
scene temperature. Departures from a linear transfer function
indicate imperfect integral linearity. All GHz bands indicate
similar performance to that shown in the figure.

We place an upper limit of 0.1% on linearity error in
this instrument based upon pre-launch linearity measurements
discussed above, and from in-flight data obtained from special
switching sequences viewing both GHz calibration targets.
The in-flight measurements extend the dynamic range of the
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Fig. 6. The data of Figure 5 processed by Level 1 software into heated
target radiances is shown here. Note the removal of all instrumental drift-
related artifacts.
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Fig. 7. Hot Target Radiances for all 25 channels of Band 1 (118 GHz
radiometer) for 6 different target temperatures. The lower panel shows the
data from the upper panel with the weighted mean radiance subtracted from
each measurement group.

linearity measurements to cover approximately 1
3 rd of full

dynamic range of atmospheric scene temperatures. Since the
linearity measurements encompass the portion of the signal
chain operating range that can be expected to be the least

Linearity Test, R1A:118.B1F:PT.S0.FB25-1
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Fig. 8. Integral linearity plot for R1A. The offset between scene (target)
temperature and Level 1 radiance is a consequence of the expression of
radiance in units of Planck temperature, not a performance problem with
the instrument.
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Dual LN2 Target Diff. spectrum for R2:190.B5F:CLO.S0.FB25-5

-600 -400 -200 0 200 400 600
Channel or Relative Frequency

-0.085

-0.080

-0.075

-0.070

-0.065

 R
ad

ian
ce

 D
iff

er
en

ce
 / K

weighted mean = -0.0734820 K

pk-pk = 0.0262524 K

Difference spectrum for R2:190.B6F:O3.S0.FB25-6

-600 -400 -200 0 200 400 600
Channel or Relative Frequency

-0.080

-0.075

-0.070

-0.065

-0.060

Ra
dia

nc
e D

iff
er

en
ce

 / K

weighted mean = -0.0718622 K

pk-pk = 0.0162232 K

Difference spectrum for R3:240.B7F:O3.S0.FB25-7

-600 -400 -200 0 200 400 600
Channel or Relative Frequency

-0.11

-0.10

-0.09

-0.08

-0.07

Ra
dia

nc
e D

iff
er

en
ce

 / K

weighted mean = -0.0964186 K

pk-pk = 0.0288548 K

Difference spectrum for R3:240.B8F:PT.S3.FB25-8

-600 -400 -200 0 200 400 600
Channel or Relative Frequency

-0.100

-0.095

-0.090

-0.085

-0.080

-0.075

Ra
dia

nc
e D

iff
er

en
ce

 / K

weighted mean = -0.0890002 K

pk-pk = 0.0211599 K
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Fig. 9. Differences between limb and space port views to similar LN2-cooled targets for the GHz 25-channel filterbanks. This data is used to verify the
ability of MLS to integrate out-of-balance signals with the required precision

linear, we are confident in extrapolating these data to encom-
pass the full working dynamic range. This outstanding linearity
performance was obtained by running all RF amplifiers at least
12 dB below their 1 dB compression points, and operating all
filterbank detector diodes with input power levels of -29 dBm
or less. The ability to integrate signals down to levels well
below the intrinsic resolution of the raw telemetry data is
obtained by appropriate design of post-detector digitizers. For
both UARS and EOS MLS the digitizers are implemented as
voltage-to-frequency converters (VFC) operating over a small
portion of their dynamic range.

A. Additional Radiometric Performance Tests
In addition to the linearity measurement discussed above,

several other important tests were run to investigate radiomet-
ric performance. In order to verify the ability to integrate down
data from scenes out of balance with the primary reference
we took an extended (12 hour) data set with the GHz module
switching between limb and space ports, and with the FOVs of
both limb and space ports directed by plane mirrors into LN2

loads like the one shown in Figure 3. This test was run when
the GHz radiometer module was not integrated with the main

antenna. In addition to the limb and space port views, a short
view to the internal GHz ambient target was performed during
each MAF. This allowed the data to be processed by Level 1
software, using the target view as the primary reference, the
LN2 view via the space port as the gain reference, and the
limb port view as the calibrated scene. The key information
from this test is the limb-space port difference, shown plotted
in Figure 9 for all GHz FB25 channels. Of most significance
are the peak-to-peak spectral differences noted at the top left
of each panel, which are at levels indicating that the ∆I
requirements on sensitivity are met with adequate margin.

An end-to-end test (the ‘Blue Sky’ test) was run in which the
instrument was located at the air lock to the assembly building,
oriented in such a manner that two large plane aluminum faced
panels could be used to direct the FOVs of both antenna and
space port near zenith (Figure 10). The signal levels at the two
ports were balanced by adjusting the angles of the lower panel,
and multi-hour data sets taken while switching between the
two internal calibration targets and the space and limb ports.
For this test one of the internal targets was heated (by ∼25◦C)
using its built-in heater elements, and the internal target views
enabled Level 1 software to continuously determine channel
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Limb View
Reflector

Space View
Reflector

Space Port Reflector

Secondary
Primary

Fig. 10. ‘Blue Sky’ measurement setup. See text for details.

gain.
The exceptionally low atmospheric humidity brought about

by Santa Ana conditions at the time of this test resulted in high
tropospheric transmission at the lower measurement frequen-
cies, and atmospheric spectra can be be clearly seen in several
of these bands. Another feature of these data is the significant
offsets in the mid-band sections of the R4 25-channel filter-
banks. Given the low thermal contrast between the internal
targets and the atmospheric views, such an offset should not
exist. This was traced down to inadequate voltage regulation
in the spectrometer module, and a fix was implemented prior
to instrument delivery. The relatively large standing waves
visible in many of the spectral plots are attributable to standing
waves in the internal target views similar to those shown in
Figure 7. The small temperature difference between the two
targets in conjunction with the radiometric calibration process
at Level 1 leads to these enhanced standing waves, a situation
that does not arise in orbit. Data sets were recorded with
the antenna scan actuator at its nominal and extreme settings.
These data were used to verify the absence of any significant
scan dependence in the limb port signals.

IV. SPECTRAL CALIBRATION – HIGH RESOLUTION

Details of measurement channel widths and placements are
given in [2]. All GHz measurement channels were swept using
synthesized fundamental sources coupled into the space port
of the GHz radiometer module. Each channel was swept with
approximately 100 frequencies uniformly spread across each
nominal filter passband, with the sweeps extending two filter
widths beyond the nominal outer channel filterbank band-
passes to capture any extraneous responses. Wide filters were
swept over a range covering three times their nominal width.
All filter channels were swept in both sidebands (except for the
single-sideband 118 GHz receivers), and with all combinations
of switch network settings. The measurement setup is shown
in Figure 3. The GHz module (M) space port is directed
vertically down towards focusing mirror M1, seen edge on
in the figure. Mirror M2 directs the instrument FOV towards
switching mirror S which is shown pointing towards the LN2-
cooled target in dewar LN2. During active sweeps S directs

the instrument FOV through the small hole visible in absorbing
baffle B, through lens L, and finally onto the small horn visible
at the left hand end of fundamental source F. A schematic of
the sweep setup is shown in Figure 12.

A. Alignment
Optimal data quality requires precise alignment of the

instrument FOV through the calibration path for all calibration
configurations and setups. Focusing mirrors M1 and M2 are
positioned correctly with respect to the GHz module by means
of metering rods and tooling balls located on the periphery of
the mirrors and the GHz module space port. Four tooling balls
are clearly visible on M2. All external mirrors are oversized
relative to the beams to ensure that the signals are fully
captured. The next step in the alignment process consisted
of positioning and orienting switching mirror S so that the
beam from M2 illumated S centrally, and also passed through
the center of the small aperture visible in absorbing baffle B.

A mirror/LN2 target combination similar to the one shown
in Figure 3 was located in the place of the RF source F,
and a custom-built low noise power detector/amplifier used
to monitor the total IF power from a band in the radiometer
to be swept. The power meter had sufficient S/N to allow
the receiver FOV to be traced with a hand-held absorbing
iris similar to the one in Figure 3, starting at S. This mirror
assembly could be easily translated and rotated, then clamped
in place once the receiver FOV struck the mirror centrally, and
the reflected beam was directed through the small aperture in
B. The remainder of the alignment process was similar, the
entire alignment process taking only ∼10 minutes to complete
after some practice.

The absorbing baffle B serves two purposes: it absorbs
spillover from the source F through focusing lens L illumi-
nating the aperture on the baffle; also by replacing the baffle
with one having an aperture size smaller than the beam, the
source power could easily be attenuated when necessary. A
small selection of absorbers with different aperture sizes was
kept on hand to facilitate rapid setting of signal levels.

LN  dewar and target2 Switching Mirror with
stepper motor, encoder
and driver

SW1

Controller 1 Controller 2

TCPIP connections to GSE
Isolated Instrument Sync and
RS485 Data Bus from Instrument

GHz Module

GHz switching Mirror

Space
Port

GHz Ambient Target

RS232 to GPIB
adapterSynthesizer

RF Amp

Optical path

horn

X8, X12, X18, X42 multiplier

Lens
Absorbing iris

M1
M2

Fig. 12. Schematic of high resolution front-end sweep setup.
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Blue Sky Radiances R2:190.B4F:HNO3.S0.FB25-4
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Blue Sky Radiances R2:190.B6F:O3.S0.FB25-6
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Blue Sky Radiances R3:240.B7F:O3.S0.FB25-7
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Blue Sky Radiances R3:240.B8F:PT.S3.FB25-8
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Blue Sky Radiances R3:240.B9F:CO.S0.FB25-9
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Blue Sky Radiances R4:640.B10F:CLO.S0.FB25-10
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Blue Sky Radiances R4:640.B11F:BRO.S0.FB25-11
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Blue Sky Radiances R4:640.B13F:HCL.S0.FB25-13

-600 -400 -200 0 200 400 600
Channel or Relative Frequency

269.5

270.0

270.5

271.0

271.5

272.0

272.5

Lim
b a

nd
 S

pa
ce

 P
or

t R
ad

ian
ce

s /
 K

-0.15

-0.10

-0.05

0.00

0.05

0.10

Lim
b -

 S
pa

ce
 P

or
t R

ad
ian

ce
 / K

Blue Sky Radiances R4:640.B14F:O3.S0.FB25-14
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Fig. 11. Limb and space (green) port data from the Blue Sky test processed to show sky radiances measured through the both ports. The blue line indicates
the difference between Limb and Space port radiances.

As shown in Figure 3, the signal source F is wrapped in
copper foil to prevent leakage from the relatively strong signal
source directly into the closely-situated GHz space port. A
simple way of verifying that all unwanted paths from the
source to the receiver had been dealt with was to center
the source in a filter channel and look for any changes in
observed signal level as a hand-held piece of absorber was
moved around the measurement setup. For repeatable results
it was essential to remove all unwanted signal paths between
source and space port.

When calibration measurements were underway, additional
absorbing panels were placed between B and the instru-
ment space port to eliminate potential problems arising from
diffraction/reflection of the source signal from both baffle B
and lens L. Additional large panels were placed around the
entire calibration setup to prevent any interactions from people
moving around the instrument. With these precautions in place
we observed no interference or interactions of any kind from
concurrent activities taking place around the instrument.

B. Signal Source
A family of signal sources, F, were used to span the 114

to 662 GHz range covered by the GHz receivers. A single

source covered all of the bands in a given receiver, and all
sources were fed by a programmable synthesizer operating
in the 13.5 – 17.1 GHz range. The sources multiplied the
synthesizer output frequency by factors of 8, 12, 18 or 42
depending upon the band/sideband being swept. The small
fractional bandwidth of each channel ensured that the power
from the source remained constant over the channel width.
Minor problems were encountered sweeping a handful of
channels when unwanted harmonics from the multiplier passed
through the channel response in the opposite sideband to the
one being targetted. There were also some instances where the
mode of an unused harmonic in the source jumped, causing
a small change in RF power. Both of these conditions were
readily identifiable in the data, and fixes were built into the
analysis software to correct these potential error sources [10].

C. Standing waves
With the 118 GHz radiometers it was observed that the

relatively large iris aperture in B needed for these sweeps,
combined with the precise optical alignment between test
equipment and receivers, created noticeable standing waves.
These were readily observed by performing a sweep of a
96 MHz channel twice, with the source moved by λ

4 between
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sweeps. It became standard practice to check for standing
waves, and perform a pair of λ

4 separated sweeps for afflicted
bands. The analysis software then combined these data so
as to remove the effects of the standing waves. To make
precision movements of the source easy and repeatable, it was
mounted on a micrometer-driven translation stage. The source
was mounted on a rotation stage located on the micrometer-
controlled translation stage so that polarization of source and
receiver could be lined up with ease.

D. Measurement sequence and timing
To maximize measurement efficiency the operation of the

internal and external switching mirrors, and of the synthe-
sizer/sweeper, were precisely synchronized. As with the ra-
diometric calibration measurements, the measurement cycle
was similar in timing to the standard in-orbit operating mode,
allowing the use of Level 1 processing to remove the effects
of gain and offset drifts. The first 20 s of each MAF was used
to step the external source through 20 frequencies, and the
remaining 4.7 s was used for a reference measurement in which
the source was moved out of band, and a view to an LN2 target
to provide a periodic gain reference. The source was moved
to an out-of-band frequency rather than the synthesizer output
being turned off in order to avoid any potential adverse thermal
effects as the multiplier amplifier chain settled between low
and high signal states. As an aid to the operators, the start
of the sweep was signalled by a MAF in which the source
frequency was moved between the center of the first channel
being swept and the out-of-band frequency in a regular and
easily recognizeable pattern. The code in the microcontroller
operating the synthesizer had sweep tables for all GHz bands
and wide filter channels in both sidebands, and automatically
generated the start-up sequence when a sweep was begun.
With this highly automated system in place we were able to
sweep a 25-channel filterbank (2,900 discrete frequencies) in
just under 1 hour, and perform 8 complete and verified sweeps
in a standard working day.

E. Results
Figure 13 shows the results of an upper sideband sweep

of Band 7 of R3, covering a frequency range of ∼242.7 to
244.4 GHz. The plot was made with the ‘quick look’ tools
used to verify data quality in near real time. Figures 14
and 15 show the detailed responses of the lowest and highest
frequency FB25 channels in the GHz module. The legends cf
and width are the measured center frequency (in final IF space)
and 3 dB width of the channel. The numbers in parentheses
are the nominal values of these parameters.

V. SPECTRAL CALIBRATION – LOW RESOLUTION

In a double-sideband measurement system like EOS MLS
it is necessary to determine the relative response of each
channel in the two sidebands. We measured relative sideband
response by observing the difference between ambient and
LN2 loads viewed through a scanning Fabry-Perot interferom-
eter. A schematic of this setup is shown in Figure 16, and a
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Fig. 13. Front-end sweep of the upper sideband of Band 7. The x-axis
is the spectrometer input frequency. All channels have been independently
normalized to unity peak response.

photograph in Figure 17. The sideband sweep setup uses two
external switching mirrors. The first mirror (SW1) directs the
receiver FOVs to either an LN2 load or the Fabry-Perot. The
second mirror (SW2) directs the FOV through the Fabry-Perot
to either ambient or LN2 loads. The internal GHz switching
mirror directs the FOVs to either an internal ambient load or
the external calibration setup.

A family of calculated Fabry-Perot transmission curves is
shown in Figure 18 for the 240 GHz radiometer. The widths
of the transmission orders are seen to be considerably wider
than the individual bands being characterized. The orders of
the Fabry-Perot are seen to be well separated in all bands in
this example. The same is true for the sweeps of the 640 GHz
bands, which were performed with finer Fabry-Perot grids.
Sweeps with both grid sets were performed over large enough
ranges of grid separations that the sideband responses of all
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Fig. 14. The end-to-end frequency responses of the first 4 channels of Band 1
of R1. The responses are plotted on a linear scale in blue, logarithmically in
green.
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Fig. 15. The end-to-end frequency responses of the first 4 channels in the
upper sideband of Band 14 of R4. The responses are plotted on a linear scale
in blue, logarithmically in green.

bands were well resolved over several Fabry-Perot orders. In
this figure the ‘brightness temperature’ difference of the views
to the ambient and LN2 loads has been plotted, assuming unity
peak transmission.

A. Alignment
The alignment process for the Fabry-Perot sweep system

was the same as that described for the high resolution sweeps.
The grids were removed from the Fabry-Perot, and the receiver
beams traced along their optical path using a small iris in
a hand-held piece of absorber. At the end of the alignment,
the beams were reflecting off the centers of each mirror, and
passed centrally through the Fabry-Perot grid holders. Once
this stage had been reached, the grids were placed into their
holders on the translation stage, and aligned by maximizing
transmission (i.e., minimizing channel counts when viewing
the LN2 load through the Fabry-Perot) by iterative adjustments

LN  dewar and target2
LN  dewar and target2 Switching Mirror with

stepper motor, encoder
and driver

Switching Mirror with
stepper motor, encoder
and driver

Optical path

SW1

SW2

Controller 1 Controller 2

TCPIP connections to GSE
Isolated Instrument Sync and
RS485 Data Bus from Instrument

Ambient Target

Scanning Fabry−Perot with driver/controller

GHz Module

GHz switching Mirror

Space
Port

GHz Ambient Target

M1 M2

Fig. 16. Schematic of the Fabry-Perot sweep system used to measure relative
sideband response in the GHz radiometers.

Fabry−Perot

Space Port

GHz module

Cooling duct

Ambient Tgt

SW1SW2
M1 M2

Fig. 17. Photograph of the Fabry-Perot sweep system depicted in Figure 16.

to grid spacing and angle. A complete alignment of this
measurement setup took about 20 minutes.

For these measurements no attempt was made to orient the
Fabry-Perot slightly off axis, a common practice to reduce
or eliminate standing waves in the cavity formed by the front
grid and the receiver. Instead we chose to allow the presence of
these small (but not insignificant) standing waves. Since these
artifacts were present when viewing both the ambient and LN2

loads through the Fabry-Perot, their effect was eliminated in
the difference of these two measurements, the quantity used
in the data analyses.

B. Measurement sequence and timing
As with the high-resolution sweeps, the measurement se-

quence closely matched the in-flight one to allow use of
Level 1 software to remove the effects of gain and offset drifts,
and to convert the measured signals into radiances. The first
20 s of each MAF is spent viewing through the Fabry-Perot
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Fig. 18. Computed radiance signatures generated by the Fabry-Perot when
sweeping the 240 GHz radiometer bands. The dashed line shows the spectral
shift corresponding to a 0.01 mm increase in grid spacing from the initial
spacing. Band positions in both sidebands are indicated for reference.



MLS GHZ PERFORMANCE/CALIBRATION PAPER FOR IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING 12

with the separation of the grids stepped every 5 s. For the R4
sideband sweeps, the switching sequence was kept the same,
but the grid spacing was increased every 10 s to compensate for
the poorer signal-to-noise in this radiometer. Half of the time
at each grid separation was spent viewing the LN2 load, the
other half viewing the ambient load via SW2. The remaining
4.7 s of each MAF was used for viewing the external LN2

via SW1 and the internal GHz ambient load via the internal
switching mirror. Raw data from 1 MAF for Channel 1 of
Band 2 is plotted in Figure 19. Clearly visible in these data
are the alternating views through the Fabry-Perot to the LN2

and ambient targets via SW2. The increasing transmission of
the Fabry-Perot is a result of the 10 µm steps in grid spacing
between measurements. The views to the LN2 load via SW1
and to the internal GHz ambient load can be seen at the end
of the MAF. The grid spacing for these measurements was
90 lines per inch (lpi), and by stepping the grid spacing from
∼3.74 to ∼9.93 mm is was possible to measure the sideband
response all bands in R2 and R3 from a single data set.
Figure 20 shows the sweep data for channel 1 of bands 2 and
9, the lowest and highest frequency double sideband channels
swept with the 90 lpi grids.

For sweeping R4, the 90 lpi grids were exchanged for
200 lpi ones, the Fabry-Perot step size was reduced to 5 µm,
and the scan range was from ∼3 to ∼8 mm. Figure 21 shows
the data for channel 1 of bands 10 and 14, the lowest and
highest frequency channels swept with the 200 lpi grids. The
data plotted in Figures 20 and 21 are the output from Level 1
expressed as the radiance difference between the ambient and
LN2 views through the Fabry-Perot.

C. Data Analysis
The first step in the analysis of Fabry-Perot sweep data

was the conversion from raw counts into calibrated radiances
using Level 1 software. We evaluate the transmission, τ , of
the Fabry-Perot using the simple expression:

τ(s, ν, r) =
(

1
1+4∗sin2(s∗4.19169∗10−2

∗ν/2)∗r/(1−r)2

)
(7)

Fabry-Perot Sweep Data, Band 2, Channel 1
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Fig. 19. Relative sideband sweep raw data for a single MAF. These data are
for Channel 1 of Band 2.
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Fig. 20. Level 1 radiances from channel 1 of band 2 (upper) and band 9
(lower) as the Fabry-Perot grid spacing stepped from ∼3.74 to ∼9.93 mm.
These data were taken concurrently.

where:

s = grid spacing, mm
ν = signal frequency, GHz
r = grid reflectivity, and

4.19169 ∗ 10−2 = 4 ∗ π/c in appropriate units.

The estimated double-sideband difference radiance measured
in the target channel, T , is then given by:

T = 220∗(Rl∗τ(s, νl, rl)+Ru∗τ(s+δs, νu, ru)∗P )/2 (8)

where:

220 = the approximate temperature difference between
the 2 external targets, Kelvin,

νx = the lower (x = l) and upper (x = u) sideband
frequencies, GHz

s = the grid spacing, mm
δs = a correction applied to the upper sideband grid

spacing to allow for the change in phase of grid
reflections as a function of signal frequency, mm

Rl = sideband response (lower sideband)
Ru = sideband response (upper sideband)
P = a Planck correction – see text below, and
rl, ru = lower and upper sideband grid reflectivities.
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Level 1 Sideband Sweep Data for Band 10, Channel 1
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Fig. 21. Level 1 radiances from channel 1 of band 10 (upper) and band 14
(lower) as the Fabry-Perot grid spacing stepped from ∼3 to ∼8 mm. These
data were taken concurrently. The ‘gaps’ in the data indicate where the Fabry-
Perot spacing was increased manually to allow all channels in R4 to be swept
with well-resolved sidebands in a reasonable time.

In Equation 8 above we assume that the ambient and LN2-
cooled targets observed through the Fabry-Pérot are stable
and at temperatures of 300 K and 80 K for the duration of the
measurements used in the data analysis. We use approximately
60 measurements (Fabry-Perot spacings) in each fit, taking
approximately 12 minutes of data (about double this time for
R4), sufficiently short timescales to maintain adequate stability
in the climate-controlled environment in which these tests
were performed. The factor 220 in the equation is just the
temperature difference between the ambient and LN2 loads
seen through the Fabry-Perot. This is clearly an approximation
that does not model the actual temperatures of the targets
exactly. Both sideband responses will be in error by the
same (small) multiplicative factor due to departures of scene
temperatures from those assumed above, and this error is
eliminated when the responses in each sideband are divided
(to obtain the relative sideband response of each channel).

Although this approach takes care of the minor issue of
not knowing the precise target temperatures, it does not
account for the difference in Planck function between the two
sidebands. This is accomplished by means of parameter P in

Equation 8, where:

P =
B(νu, 300)− B(νu, 80)

B(νl, 300)− B(νl, 80)
(9)

and B(ν, T ) is the Planck function at frequency ν and tem-
perature T . This correction is extremely close to unity in all
bands, and could have been ignored with no significant loss
in accuracy.

The parameter δs in Equation 8 allows for the change
in phase of the grid reflections between lower and upper
sidebands, but does not account for the actual phase shift
in the lower sideband. This is accounted for by fitting both
parameters s and δs during sideband retrievals, the actual
values of the phase shifts being unimportant to the end result.

The goal of the sideband retrieval is to determine the values
of s, δs, w, rl, ru and R which provide the best match (in
the least-squares sense) between measurements and model. We
chose to perform the sideband retrievals on a band by band
basis (25 channel filterbank), and to allow Rl and Ru to vary
smoothly across each sideband, expressed as separate cubic
polynomials for each sideband:

Rl(f) = al
r + bl

r × f + cl
r × f2 + dl

r × f3 (10)

with a corresponding equation for the upper sideband response.
Parameter f is the nominal channel center frequency at the
input to each spectrometer.

The final measurement model thus had 12 parameters to be
retrieved:

s initial grid spacing, mm
δs upper sideband phase correction, mm
rl lower sideband grid reflectivity
ru upper sideband grid reflectivity
al

r constant coefficient,
bl
r linear coefficient,

cl
r quadratic coefficient, and

dl
r cubic coefficient of lower sideband polynomial

au
r constant coefficient,

bu
r linear coefficient,

cu
r quadratic coefficient, and

du
r cubic coefficient of upper sideband polynomial

Only the initial grid spacing of the measurement set, s,
needs to be retrieved, since all other grid spacings of the
measurement set are accurately known by adding the appro-
priate grid relative movement to this initial spacing. Note also
that the phase difference between lower and upper sideband
grid reflections is modelled as a small virtual grid separation
offset, δs, in the upper sideband. This was purely for coding
convenience, and is mathematically equivalent to modelling
the phase shift difference as an angle.

The retrieval method was to perform a conventional least
squares fit of the measurements to the model, allowing a
sufficient number of iterations for adequate convergence. Typ-
ical retrievals took about 5 iterations and completed in a few
seconds on a desktop PC. Partial derivatives were determined
from small perturbations of the model on each iteration. The
measured and fitted data for band 8 for a single Fabry-Perot
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Fig. 22. Fabry-Pérot data for Band 8 (black crosses) and theoretical prediction for the grid spacings chosen for the fit. Vertical range for each panel is -20 K
to 100 K, and channel order is 1 to 25, left to right, top to bottom. The blue crosses are the residual to the fit (difference between measurements and model)
multiplied by a factor of 10.

order are shown in Figure 22. The dashed horizontal green
line indicates the radiance cutoff below which data are not
included in the fit. The blue crosses at the bottom of each panel
are the measurement residuals (difference between model and
measurement) magnified by a factor of 10. The cutoff radiance
was selected on a band by band basis to avoid systematics in
the residuals which appeared in the data when the Fabry-Perot
transmission was near its mimimum. The retrieved data for the
same band are plotted in Figure 23. The upper set of crosses is
the retrieved relative sideband response (upper/lower) for each
channel. The lower sets of crosses are the individual upper
and lower sideband responses which do not add up to unity
because of the finite throughput of the Fabry-Perot.

The analysis software was capable of fitting up to four or-
ders simultaneously, limited only by available memory on the
analysis computer. No significant differences were obtained
when fitting to one or multiple orders.

The sideband measurements for all double-sideband GHz
bands are plotted in Figure 24. Fits to individual 25-channel
filterbank bands (FB25) are indicated by the black curve
segments, where channel positions are indicated by the small
plus signs. The small red and blue plus signs are the results
from performing relative sideband retrievals on the data from
individual channels, shown for information. Since there is
overlap in several bands, and relative sideband response is

defined by the front-end receiver, we chose to perform a global
fit to all of the FB25 sideband data in a given radiometer. This
defines sideband response as a function of IF frequency, and
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Fig. 23. Results of analysis of data in Figure 22 plotted by channel. The
lower and upper relative sideband responses are shown as sideband fractions
(blue and green crosses), and the ratio of the response in each sideband is
indicated by the black crosses (upper/lower sideband response).
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R3 (Bands 7 to 9, 33) relative sideband response
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R4 (Bands 10 to 14) relative sideband response
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Fig. 24. Relative sideband response for all double sideband channels of the GHz radiometers. The large plus signs in the center panel are sideband data
for the wide filter channels in R3. The large green, red and blue plus signs in the other panels are the sideband responses in the mid-band filterbanks (bands
27 to 31). Black line segments are results of sideband retrievals on individual bands, and the green segments are a global fit to these data for all bands in a
given radiometer. Individual small red and blue plus signs are from sideband retrievals performed on individual channels.

the results of these fits are shown by the green lines, which
are the data used by the forward model [11] in the Level 2
software [12]. The large green, red and blue plus signs indicate
the inferred sideband responses in the 11-channel filterbank
bands (FB11), and the large plus signs in the center panel are
sideband responses for the wide filter channels in R3, which
were retrieved on a channel-by-channel basis.

D. R4 Sideband Response

After delivery of the MLS instrument for integration on
the Aura spacecraft, the whisker-contacted tripler in the 1st
LO source for R4 was replaced by a more robust planar
technology one. The R4 receiver front-end was removed and
returned to JPL for this rework. One consequence of this
change to the receiver was a small change in LO drive level
and matching, resulting in a small change in relative sideband
response. The sideband response of the receiver was measured
with a simplified Fabry-Perot setup, before and after the tripler
changeout. Without IF and filterbank subsystems it was only
possible to measure sideband response at 3 IF frequencies,
corresponding to the approximate centers of the 3 groups of
channels in the lower panel of Figure 24. The effect of the
tripler changout was a decrease in the R4 relative sideband
responses shown in Figure 24 by ∼4%.

VI. MASTER OSCILLATOR

All critical frequencies sources in the MLS instrument are
referenced to a 5 MHz Master Oscillator (MO). Trend data
taken over a ∼480 day interval prior to instrument launch is
shown in Figure 25 for both the primary and backup units.
The requirement is for drift of no more than 1 part in 7 ×

10−8 of the starting frequency at the end of the mission (6
years after launch). Extrapolation of these data indicate that
requirements are met. In-orbit spectra observed by the digital
autocorrelators (DACS) provide a very sensitive measure of
first LO placements in R1 and R3, and provide a valuable
indicator that no unexpected drift has taken place in the MO
during the first 6 months of in-orbit operation.

VII. SPECTRAL CALIBRATION ACCURACY

Requirements on spectral calibration accuracy are similar to
those for radiometric calibrations, and may be summarized as:
the systematic error contribution in calibrated radiances shall
be no more than 1% of the calibrated scene radiance. This
allocation is separately applied to high-resolution and relative
sideband data.

For the high resolution sweep data the most sensitive
parameter is channel position, and since all downconversions
are locked to the ultra-stable MO, we anticipate no frequency
drifts in the signal chains that precede the spectrometers. The
DACS process their input signals digitally, and are similarly
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immune to drifts. The only likely potential source of significant
channel drift arises in the LC filters used to define the
bandpasses of the filter spectrometers. The inductors in these
filters are hand-wound, and annealed twice during filter tuning.
The spectrometers were extensively temperature-cycled before
instrument delivery, and no evidence of channel drift was
detected. The on-board synthesizer, which uses the MO as its
reference, can determine filter characteristics in flight should
the need arise. Level 2 residuals to date give no indication of
drift in the placement of any channel.

The end-to-end sweeps of channel position/shape were of
very high precision as evidenced by the sample data shown
in Figures 14 and 15, making shape errors also a negligible
source of error. The remaining potential error source in these
measurements arises from ‘out of band’ responses which could
be at a low level compared to the peak response of any chan-
nel, but could also span a much larger frequency range than
the nominal filter width. All filterbanks were swept over a fre-
quency range wider than the nominal spectrometer passbands
by twice the width of the broadest filter in the spectrometer,
and the data carefully examined for spurious responses. No
such responses were observed, but to be conservative we have
chosen to allow the error budget for filter channel position and
shape to be 0.3% of the measured radiance.

The error introduced by uncertainty in relative sideband
response is difficult to estimate. For the 118 GHz radiometers
their single sideband response was adequately verified by
front-end sweeps in the image sideband using a fundametal
source, and by examination of the Fabry-Perot sweep data
used to determine band 2 to band 9 (i.e., R2 and R3) sideband
responses (the R1 radiometers were active during sideband
sweeps). For relative sideband responses close to unity, the
case for all of the GHz double-sideband MLS radiometers, an
fractional error of δ translates into a corresponding radiance
error of δ

2 in each sideband.
For R2 the largest deviations between the individual band

and IF-wide fit data are ∼0.02 in relative sideband response,
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Fig. 25. Trend plot showing drift of the primary (lower) and backup master
oscillator frequencies.

corresponding to 1% error in single sideband radiance. For
R3 the errors are approximately half as large, and for R4 half
as large again, indicating peak relative sideband uncertainties
of ∼0.01 and ∼0.005, corresponding to radiometric errors
of 0.5% and 0.25% in these radiometers. The presence of
unidentified systematics in these measurements may result in
these uncertainty estimates being somewhat optimistic, but
even so it is reasonable to assume that the combination of
errors in high-resolution and relative sideband calibration data
comfortably meet the intent of the requirements.

We expect significant feedback from Level 2 data in the
future in regard to relative sideband response, and such infor-
mation will be documented in [10].

A. The Common Calibration Setup
An important factor in the efficiency of all of the instrument

calibrations and characterizations discussed so far was the
use of a common setup which allowed simultaneous setup of
GHz radiometric, spectral and FOV calibrations. For most of
the pre-launch calibrations the GHz radiometer module was
positioned with the space port viewing downwards, and the
antenna system viewing the FOV calibration setup with the
long axis of the GHz primary reflector horizontal. Radiometric
and spectral calibration setups were located below the GHz
radiometer module, coupled to the space port via a pair of fo-
cusing mirrors. Radiometric and spectral calibration equipment
could be placed and aligned in the working area below the
radiometer module, and any of the calibration setups chosen
by appropriate positioning of the switching mirrors, a task
consisting of just issuing commands to the instrument and
calibration controllers. This flexibility allowed spectral and
radiometric calibrations to be performed during the day, and
the longer FOV measurements to be performed at night (when
measurement conditions were best), with reconfiguration tak-
ing just minutes.

Another key contributor to the high efficiency of radiometric
and spectral calibrations was the use of controllers which
‘snooped’ the internal instrument data and timing buses via
optically isolated interfaces. This allowed the operation of
external calibration equipment to be precisely synchronized to
the 1

6 s instrument measurement frames. Quick-look software
allowed near-instantaneous feedback on data quality, and was
also of great help during alignment of calibration setups to the
instrument FOV from the GHz module space port.

A useful benefit of the highly-efficient calibration setups
was that the reduced measurement times (compared to UARS
MLS) resulted in improved thermal stability of the signal
chains. This was a very useful benefit given the total-power
(unchopped) implementation of the MLS instruments. In addi-
tion, by making all calibration sequences mimic the timing of
the instrument in its nominal operation mode, Level 1 software
could be used to convert the data into calibration ‘radiances,’
taking full advantage of the gain and offset drift compensation
in the Level 1 algorithms.

VIII. IN-ORBIT PERFORMANCE

In-orbit performance of the GHz radiometers is basically
the same as seen during ground testing, but with improved 1

f
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Fig. 26. Plots of Tsys for all GHz 25-channel bands active during nominal operation. The noise performance shown here has been stable for the duration
of the mission to date.

characteristics due to the more benign thermal environment
and lack of convection-induced artifacts. Channel noise is
characterized by Tsys and χ2, shown in Figures 26 and 27 for
the GHz FB25 bands. These Figures are samples taken from
the daily diagnostic plots used to monitor instrument health
and safety, and are representative of intrument performance
from the beginning of the mission.

IX. IN-ORBIT CALIBRATION

The most significant in-orbit calibrations are refinement
of pointing knowledge through moon scans, and updates to
antenna scattering, emission and ohmic loss parameters. These
changes were expected based on prior UARS MLS experience,
and are described in [3].

An important in-orbit calibration has been the implemen-
tation of static and dynamic baseline corrections in Level 1
software. These updates were anticipated from UARS MLS
experience, and Level 1 software was designed to accomodate
the expected changes after launch. Static baseline is the
spectral difference between the signals received when viewing
space by the GHz switching mirror space port and main
antenna. This baseline signature was measured with long
data integrations during the instrument activation phase, and
again approximately 8 months later, to determine its stability.

These measurements indicate typical baseline signatures of
a few 1

10 ’s of a K peak-to-peak in most bands, with long-
term stability of ∼0.02 K (limited by the duration of the
calibration data sets) in all bands. For R4 we see no spectral
baseline signature down to the 20 mK level, possibly due to the
more highly apodized illumination of the main optics for this
radiometer. We plan on verifying the stability of this important
data periodically.

Dynamic baseline refers to the offset in mean radiance
between the space and limb port views to space. This compo-
nent of the baseline signature is radiometer-dependent, ranging
from ∼3.5 K in R2 to ∼8 K in R3 and R4, with orbital
variations of just over 1 K in the bands with the greatest
offsets. This offset is measured on a MAF-by-MAF basis
in Level 1 processing using radiances from limb views with
tangent heights greater than 85 km for channels with negligible
atmospheric contribution. Both static and dynamic baselines,
together with precision estimates, are reported in the Level 1
radiance files for the GHz data. Since the THz system uses
the same scanning mirror to view both limb and references, it
has no corresponding baseline signatures.

A small change made to radiometric calibrations since
launch has been the determination of the thermal gradients
in the passively-cooled GHz target discussed earlier, and the
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Fig. 27. Plots of χ2 for all GHz 25-channel bands active during nominal operation. The noise performance shown here has been stable for the duration of
the mission to date.

corresponding changes to Level 1.
Possible future in-orbit calibrations include the use of satu-

rated atmospheric radiances to validate/refine relative sideband
ratio knowledge, and also to develop methods for reducing the
small impacts of standing waves in the views to the calibration
loads.

A. R3 Spur Compensation
An unexpected behavior observed in flight was the presence

of varying spurs in the R3 first LO, which manifested as clear
artifacts in the DACS data radiance residuals. The presence of
these spurs was known before launch, but they were expected
to be stable. These spurs are offset ±714kHz from the LO
fundamental frequency. There is a second, much smaller,
pair of spurs at ±1, 428kHz. During the first six months of
MLS operation the fraction of LO power in the spurs has
ranged from less than 15% to more than 36%, with large
changes associated with relatively small changes in operating
conditions that effect the temperature of RF components.

As a result, Level 1 software has been modified to estimate
the magnitude of spurs, and the spectra are corrected for their
effects. Estimates are made separately for B24 and B25 (DACS
bands 24 and 25) to simplify handling of missing data, even
though the underlying source is the R3 LO in both cases.
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Fig. 28. CO spectrum from B25, before and after correction for 1st. LO
spurs.
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The spur amplitudes are retrieved from daily-mean, high-
altitude (tangent point above 78 km) spectra from B24 and
B25, which contain multiple images of the Doppler-broadened
235-GHz O3 line and 230-GHz CO line, respectively. Since
these Doppler-broadened emission lines are not saturated, the
observed radiances have a Doppler shape. The high-altitude O3

line is modeled as a Doppler shape centered at B24 channel
47.384 with σ of 1.67 channels. The high-altitude CO line
is similarly modeled as being centered on channel 50.44 of
B25 with σ of 2.2 channels. The DACS channel spacing is
97.66 kHz. A linear least squares fit of the mean spectrum
with the modeled fundamental image and two pairs of images
as well as a constant baseline offset is performed. All spectra
are divided by the DCT of the retrieved LO shape in the
Fourier domain to effectively deconvolve the LO shape from
the spectra.

We must account for the effect of this deconvolution on
the channel precisions. Receiver noise (which dominates mea-
surement noise) is uncorrelated between channels in the raw
measurements, but becomes correlated when the LO shape
is deconvolved from the spectra. The noise in an individual
channel increases, although a properly-constructed average
over the band, using the full noise covariance matrix, beats
down to the same noise level in both cases.

MLS level 2 retrieval algorithms do not currently account
for off-diagonal noise covariance matrix elements, and the
only means of accounting for the effects of correlated noise
is to report the inflated diagonal elements. If we consider
deconvolution to be multiplication by W in the time domain,
where the elements of W are the inverses of the elements of
the DCT of the LO shape, then the diagonal elements of the
noise covariance matrix are inflated by the rms of W . Using
estimated precisions inflated by this factor, Level 2 will have
a correct value for the noise on an individual channel but will
overestimate the noise on the average of a block of channels.
This effect is small, with noise underestimated by a factor
of ∼2 on a block of data 4 s in duration. A similar situation
exists for the filter channels, since Level 1 does not report the
temporal noise correlations that are introduced by the use of
interpolated space and target references.

Convolution in Level 2 of the forward model with the LO
shape, rather than deconvolution of the LO shape in Level 1,
permits Level 2 to work in a space with a nearly-diagonal
noise covariance matrix. This approach is used for constant LO
widths and spurs of other radiometers. At the time of writing
such convolution has not been implemented in the Level 2
forward model, but it is intended to be implemented for later
versions of the algorithms.

X. CONCLUSION

This paper has described the radiometric performance, and
radiometric and spectral calibrations of the GHz component
of Aura MLS. All performance and calibration requirements
have been met, and, as with its UARS predecessor, we expect
instrument calibration to be maintained, and possibly even
enhanced, during the duration of the mission.
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XI. GLOSSARY

∆I noise on a calibrated measurement
ε calibration target emissivity
ηX

r transmission through switching mirror port X in
band r

τ data integration time
B noise bandwith
CX

i raw data ‘counts’ in channel i for view to scene X
CO

i raw data counts for channel i with no signal at the
spectrometer input

DACS 128 channel digital autocorrelator spectrometer
FB11 11 channel filterbank spectrometer
FB25 25 channel filterbank spectrometer
gi radiometric gain (Counts/K) of channel i
GB gigabyte
GHz gigahertz, 109 Hz
kB kilobyte
Level 1: the software that converts raw instrument data

into calibrated form
Level 2: the software that transforms Level 1 output into

retrieved atmopheric quantities/profiles
MAF Major Frame, nominally 148 MIFs, comprising a

complete limb scan/calibration cycle
MB megabyte
MIF Minor Frame, nominally 1

6 s, during which
science data are integrated

•

P X
i radiance in channel i from port X

Tsys System Temperature, the noise of the measurement
system in temperature units
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