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Show trapped capacity per application run 

Co-designed with Dr Imam’s team in the Computational 
Research and Development Program at the Computing 
and Computational Sciences Directorate, ORNL 

Report and optimize to minimize trapped capacity, 
not just wallclock time 

Measures CPU, GPU and System power usage for each 
application run 

Includes actionable advice for users to help them make the 
most of the system’s resources 

Application-centric 
Trapped Capacity 

Reports





Trapped Capacity at a glance Actionable advice Detailed breakdown

Track CPU and GPU energy use Identify inefficient applications I/O and MPI breakdowns



Example 1: application binary not optimized for CPU architecture



Example 1: recompiled with architecture-specific optimizations



Example 2: CPU idle due to inefficient OpenMP scheduling



Example 2: Allinea Forge identifies the inefficient loop



Example 2: Dynamic scheduling reduces trapped capacity



Example 3: GPU accelerators unused by application



Example 3: Developer uses CUDA library. Are we done?



Example 3: Expert helps user overlap CPU and GPU work



Show trapped capacity per application 
run 

Deployed in the Computing and 
Computational Sciences 
Directorate, ORNL 

Not currently enabled in public 
builds on our website 

Available to HPM16 attendees on 
request 

Application-centric 
Trapped Capacity 

Reports
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Active research

Ongoing research: 

Application Energy Dashboard 

Provide energy cost model for 
superoptimizing compiler 

Feed machine learning algorithm that 
chooses optimal compilation flags 

Data- and energy-aware scheduling 
via SLURM integration 



Total Software Energy Reporting and Optimization

Application 
Energy 
Dashboard 

•  Collect per-
application energy 
metrics 

•  Visualize application 
runs and energy 
usage over time  

•  Dive into particular 
applications for a 
Performance Report 



Total Software Energy Reporting and Optimization

• MAP provides function-level 
performance data to the compiler 

• EMBECOSM’s stochastic 
superoptimizer targets most 
energy-costly functions 

• Reruns under MAP to measure 
impact of changes 

Superoptimizing 
compiler 

• Building on existing MAGEEC 
project for embedded systems 

• Uses machine learning to predict 
compiler option combinations that 
boost energy efficiency 

• Extending to take additional data 
from MAP in the input vector 

Machine Guided 
Energy Efficient 

Compilation 



Horizon 2020: Next Generation I/O for Exascale

Work 
package 
overview 

Target: 50% reduction in energy to solution when compared to 
today’s systems 

Target: 20x improved I/O performance for real applications 

Performance Reports will feed energy and I/O measurements into 
the SLURM workload scheduler 

Scheduler 
integration 

Preload data onto nodes before job starts or schedule work close to 
existing data location 

Schedule compute-intensive jobs on cooler parts of the system 

Limit clock speed on jobs known to be memory-bound 
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Technology wish list: open cross-vendor energy 
APIs (that do not require root access)
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